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20. abstract (continued)

The empiricai explorations inciuded entering TECH in U. S. Chess
• Federation tournaments, earning an official USCF rating of 1243 (Class D).

This rating is used to predict the performance of faster TECH-like programs.
Indirect rating methods are considered. TECH s performance is compared with
the moves made in the Spassky/Fischer 1972 World Championship match.

TECH’s tree-searching efficiency is compared with a theoretical model of
the alpha-beta algorithm. The search is found to be much closer to perfect ord-
cling than to random ordering, so that little improvement can be expected by
improving the order of moves considered in the tree.

An analysis of variance (ANOVA) is performed to determine the relative
importance of the tactical heuristics in limiting a tree search. Sorting captures
in the tree is found to be very important; the killer heuristic is found to be

• 
ineffective in this environment.

The major contribution of the thesis is its paradigm for performance
analysis of Al programs. Important individual contributions include the use of !
ANOVA to assign credit to program mechanisms, direct and indirect methods• for determining playing ability, the use of an analytical model to show how
close the search is to perfect ordering, and a new interpretation of the Samuel
coefficient.
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Performance Anal ysis of the Technology Chess Program

James I. Gillogly

ABSTRACT

Many Artificial Intelligence programs exhibit behavior that can be mean-
ingfully compared against the performance of another system, e.g. against a
human. A satisfactory understanding of such a program must include an
analysis of the behavior of the program and the reasons for that behavior in —

terms of the program’s structure. The primary goal of this thesis is to analyze
carefully the performance of the Technology Chess Program as a paradigm for —

analysis of other complex Al performance programs. The analysis uses empiri-
cal, analytical , and statistical methods.

• The empirical explorations included entering TECH in U. S. Chess
• Federation tournaments, earning an official USCF rating of 1243 (Class D).

This rating is used to predict the performance of faster TECH-like programs.
Indirect rating methods are considered. TECH’s performance is compared with
the moves made in the Spassky/Fischer 1972 World Championship match.

TECH’s tree-searching efficiency is compared with a theoretical model of
the alpha-beta algorithm. The search is found to be much closer to perfect ord-
ering than to random ordering, so that little improvement can be expected by
improving the order of moves considered in the tree.

An analysis of variance (ANOVA) is performed to determine the relative
importance of the tactical heuristics in limiting a tree search. Sorting captures
in the tree is found to be very important; the killer heuristic is found to be
ineffective in this environment.

The major contribution of the thesis is its paradigm for performance
analysis of Al programs. Important individual contributions include the use of
ANOVA to assign credit to progra m mechanisms, direct and indirect methods 4

for determining playing ability, the use of an analytical model to show how
close the search is to perfect ordering, and a new interpretation of the Samuel
coefficient.
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1. Introduct Ion
Many Artificial intelligence programs exhib it behavior that can be meamngfully compared

against the performance of another system. e.g. against a human. A satisfactory understanding
of such a program must include an analysis of the behavior of the program and the reasons for
that behavior in terms of the progra m’s structure. The primary goal of this thesis is to analyze
carefully the performance of the Technology Chess Program IGillogly 19721 as a paradigm for
analysis of other complex Al performance programs . The analysis will use empirical , analytica l .
and statistica l methods.

1.1. The Technology Chess Program
The Technology Chess Program tTECH) is intended to have the simplest possible

design consistent with reasonable performance in comparison with human play and/or
other operational chess programs. The intent is to provide a benchmark program which
can easily be coded by any programmer working on his own chess program , and which can
be used to help evaluate the performance of that programming effort. TECH’s perfor-
mance will be higher on faster machines, thus providing an increasing measure of the
efficacy of a direct application of computer technology to chess programming. ~2
describes TECH in detail.

Technology programs would be useful in several areas of Al to help decouple the
inqeasing power of machines from the power of the underlying algorithms. In speech

• understanding, for example , a program that operates in ten times real time today could
well operate in real time sever years from now by moving to a more powerful machine.
A technology program would give us a way to compare the performance of an algorithm
running on a machine several years ago with one running on a modern machine . All that
is required is to implement the simple technology program on both machines and deter-
mine the increment in performance.

TECH is a good candidate for performance analysis for several reasons. First , the
performance level of TECH is above that of the lowest human tournament players , so
that use can be made of performance measures designed for humans. Second. while by
no means a trivial program , TECH has relatively few important mechanisms, mak ing a
quantitative analysis of them conceivable. Finally, the performance is above the average
chess program. suggesting that TECH’s behavior is complex enough to be Intere st ing in
itself . In the 1971 ACM-sponsored U. S. Computer Chess Championship TECH placed
second behind Chess 3.5, the Northwestern Program , and ahead of six others . in the
1972 USCCC TECH pieced third in a field of eight. In 1973 TECH finished in the middle
of the field of 12 contestants, but TECH 11, Alan Baisley ’s rewrite of TECH in assembly
language at MIT. placed second.

1.2. EmpirIca l methods
Careful experimentation is often usefu l when it is inconvenient or tmpossible to

construct and analyze mathematical models of sufficient detail. 
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1.2.1. Benchmarklng the Technology Chess Program
The most accurate method of ascertaining the playing ability of a chess playing

system (program , human . etc.) is to enter that system in human tournaments and
obtain an official USCF rating. Since several five-round tournaments are necessary
to establish a firm rating, this is a rather expensive method of determining playing
ability . TECH was rated at 1243 (Class D) by playing 38 gaines in tISCF.ratled tour-
naments. This data point could be used profit ably as a benchmark for PDP .iO tech-
nology. *3 describes the USCF rating system and the way FECH’s rating was
obtain ed.

In order to assess the effec ts of improved technology it would be useful to
have less expensive rating methods. Two methods of obtaining an approximate
USCF rating are considered in this thesis: playing tournaments among TECH pi-o-
grams with different time allocattons, and evaluating TECH S performance on a set
of trial problems calibrated against human players Iftioss 19721.

1.2.2. ComparIson with professional play
Comparisons are made in *5 bet ween TFCII’ s analyses and master play in

order to compute the ‘Samuel coefficient ’ used by Arthur L• Samuel in his work
with checkers ISamuel 19ti71, and to work toward a method of comparing chess pro-
grams without direct competition. A simplified model of the decision-making pro-
cess in board games is suggested and an interpretation of the Samuel Coefficient is
derived from it.

The twenty games of the 1’)72 World Championship match between Roris
Spassky and Robert J. Fischer were selected as the primarY set of master positions
for analysis because of their wide availability and because ot the extensive annota-
tions of the games by other grandmasters. The complete games were used to elim-
inate bias and to obtain a reasonable mix of positions from each phase, Ii~C}l’s
depth of search for each position was determined by allowing 1’ECH 150 seconds of
CPU time to search as deeply as possible. Using this maximum depth TR’Ll
evaluated each lega l move , finding the number of moves rated better than the move
selected by Spasaky or Fischer. An analysis was done to categorize the reasons that
TECH selected moves that it felt were materially better than those of Spasaky and
Fischer, since many of these moves represent an inherent limitation of the Technol.
ogy Program approach.

13. Comparison of TECH ’S search with theoretical models
A model of tree searching using the alpha-beta algorithm is presented in *4. The

model assumes a tree of fixed (but arbitrary ) depth and branching factor~ independent ,
identically distributed values at the leaf nodes; and a continuous distribution for the
values of the leaf nodes. The relevance of this model to chess trees is explored. The
analysis of the model provides considerable insight into the efficiency cit’ TECH’s tree
search. In particular , it establishes that TECH’s trees are much closer to perfectly ordered
(relative to TECH’s own evaluation function) than to randomly ordered .

Since most of the time in TECH is spent searching the game t ree, it is i mportant to
determine the expected time of search. Previous work (e .g. Slagle and Di~cin l~ t~~1 csta-
bu shed a lower bound for the size of tree searches using the alpha.beta algorithm 1w
assuming that the branches were ordered perfectly. Research presented here establishes
the expected size of trees with randomly ordered branches which are searched using
alpha-be ta.

The analysis of th is model includes investigation of the effec t of the simplify ing
assumptions by comparing the results from the analysis with tree searches 1w tF(ii and
empirical ohscivat~ons concerning the mean and standaid deviation cii’ the number cii’

L . •. .  - . • - •- ~~~~~~~~~~~~~~
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bottom positions.
These results are applicable to all game playing programs which searc h any portion

of the game tree to a depth of 2 ply (half-moves) or greater.

1.4. Statistical methods
TECH is a collection of mechanisms that contribute to the performance individually

or (possibly) as a group. This phase of the performance analysis consists of identifying
the important mechanisms, understanding the behavior of the program through a quanti-
tative analysis of these mechanisms and their interactions , and modelling aspects of the
program ’s behavior in terms of these components .

The core of *6 ~s a careful analysis of variance (ANOVA) for an experiment in
which a set of 34 tactical problems from Win at Chess (Reinfeld 19581 were solved by
TECH with each of the secondary tactical mechanisms (aspiration level , killer heuristic,
‘iterative deepening’, and mater switch) turn ed on or off. The positional module was also
included in this analysis (in and out) to determine whether there was a significan t contri-
bution from positional heuristics to the solution of these problems .

The tactical and positional mechanisms in TECH are easily distinguishable. The
positional heuristics are localized and are treated in this thesis as a unit , although much
optimization could be performed on the parameters of the current set of heuristics . The
tactical mechanisms are analyzed indiv idually.

The efficiency of the tactical mechanisms is particu larly important , since most of the
time used by TECH is expended in the tactical search. This is the only area in which
additio nal time available (whether through an increase in the time control , improved cod-
ing, or more advanced technology) would yield an improvement in performance.

1,5. Relation to previous work

1.5,1. Brute force chess programs
In 1912 Ernst Zermelo presented a paper proving that chess is in principle a

‘solved” game (Zei-melo 19)2 1. That is, by investigating all possible chains of moves
one can eventually get to positions which are known to be won , lost , or drawn, since
the rules of chess disallow infinite sequences of moves. Using set theory he demon-
strated that any position can be shown to be a win , draw , or loss for the player to
move , reasoning by induction on the length of the chain of moves to the known
won, drawn , or lost positions. The minimax procedure was implicit in his construc-
t ion.

Practical principles for chess programs which search to a fixed depth and apply
some evaluation function were described by Claude E. Shannon (19501 and labeled a
‘Type A’ program. Shannon characterized a Type A program as a slow , weak player:
slow because of the combinatorial explosion , and weak because of the shallow search
and evaluation at non-quiescent positions. A group at Los Alamos (Kisser et al.
19571 implemented this strategy producing a slow, weak program.

Shannon next characterized a ‘Type B” strategy as ( 1) examining forceful vari-
ations as deeply as possible, evaluating only at quiescent positions~ and (2) selecting
the variations to be considered so that the program does not explore pointless varia-
tions. TECH does evaluate only at positions which arc quiescent with respect to
immediate material loss, fulfilling the first requirement 01’ a Type B program. The
second requirement refers to what has become known as ‘forward pruning,’ or
removing “some branches of the tree based on a supe rficial search or evaluation
rather than backed-up values from the terminal evaluation funct ion. TECH does
not use forward pruning. (Although the alpha-beta algorithm fulfills the second
requirement literally , it is not uSetul as an ident ifying characteristic , since alpha-be la 
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is risk-free and could be used profitably in any chess program which does a search.)
TECH falls between Shannon’s Type A and Type B classifications.

1.5.2. GenesIs of TECH
The surprisingly good performance of a Type A program (written for a Varian

620/I minicomputer by K. King and C. Daly of Information Displays, Inc.) in the
First Annual Computer Chess Championship led Allen Newell to formulate the
basic idea of the Technology Program. This concept was enlarged on by the author
and Hans Berliner, and programmed by the author.

I.5J. Alpha-beta algorith m
Much of the work reported here on the alpha-bela algorithm was performed by

the author for a joint paper with Samuel H. Fuller and John G. Gaschnig (Fuller ,
Gaschnig and Gillogly 19721. It is an extension of the work of J. R. Slagle and 3.
K. Dixon (19691. Slagle and Dixon presented analysis of the alpha-beta algorithm
for perfectly ordered trees, and gave empirical results based on the game of Kalah, a
game with simple rules for which an extremely good evaluation function is known.

a
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2. The Technology Chess Program
A thorough understanding of an Al program includes an understanding of the individual

components of the program and their interrelationships. This section describes in detail the
mechanisms and heuristics comprising TECH, providing a framework for the analyses to be
performed in liter sections.

2.1. Basic design
TECH is designed as a chess program of very simple basic structure , requiring only a

short time to be programmed on any machine. This ease of implementation makes TECH
a good benchmark and sparring partner for more “intelligent ” programs. This benchmark
would improve as computer technology advances. The design philosophy of the Technol-
ogy progra m is discussed more fully in (Gillogly 19721.

2.1.1. Brute force search
TECH is designed around a brute force search of all legal moves to some fixed =

depth. Given an initial position , alt potentia l moves are generated . Each move is
tried in turn , and all potential moves in the resulting position are generated. This
pr~~ess is continued until reaching a maximum depth chosen in advance, usually
five ply (half-moves) in the middle game.

For e.Mciency the moves generated are not checked to determine whether the
king of the si~Ie to move is in check after the move is made , resulting in an occa-
sional investigation of illegal moves. This condition is discovered one ply deeper .
when the king is captured. The effectiveness of this simplification is considered in
§6.2 , where variations of TECH that check the absolute legality of moves are among
the programs investigated .

The simplification made possible by considering all moves in each position is
the elimination of detailed evaluation of intermediate positions, in order to elim-
inate irrelevant moves or to select only relevant ones (forward pruning) a program
must apply considerable chess knowledge at each position. This evaluation can be
costly in program time and programmer etTon. Most programs, un like TECH ,
employ some form of forward pruning.

2.1.2. Quiescence
After reaching the maximum depth care must be taken to ensure that evalua-

lion does not take place in a turbulent position. A suitable brute force method c’f
forcing quiescence is used in TECH: alt chains of captures are extended unti l a posi-
lion is reached where no capture is possible. In each non-quiescent position at or
below the maximum depth all legal captures are generated. In addition , the null
move” is one of the options for the side to move. That is, he can choose not to cap-
tu re if that is more favorable than any capture at his disposal.

A more usual method of quiescence evaluation (e.g. fGillcigt y )970P is to
consider all immediate attacks and pins, and attempt to decide statically how much
material is en pose for each side .

One useful extension to TECH’s quiescence algorithm would be to extend in
addition all moves that check and that escape from check. In the latter case no “ null
move” would be postulated for the side to move, since he would have no choice hu
to escape from check. This would enable TECH to find or avoid deeper forced
mates. Care would have to be t*ken to avoid extremely long sequences of checks ,
unlike the chains of captures which are automatically terminated when one side’s
men have al t been captured.

a-
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2.1 3. Terminal node evaluation
After reaching a quiescent position TECH evaluates it by assigning it the

current balance of material. Pawns are worth 100 points, bishops and knights 330,
rooks 500, queens 900, and kings more than all other pieces combined . The
material differences are accumulated incrementally through the tree , so that the final
evaluatio n is a simple assignment.

The time spent in posi tion evaluation is completely negligible compared to that
for move generation. This is a result of the design decision to apply as little chess
knowledge as possible in the tree. An immediate improvement in performance can
be realized, however , by increasing the amount of terminal node evaluat ion until  the
total time taken in position evaluation is large enough to be measurable. All that
extra processing would be essentially free. Further increases in the evaluation func-
lion would have to be traded for move generations.

2.1.4. Tree-searching discipline
TECH uses the standard minimax backing-up procedure with alpha-beta prun-

ing. Each successor S of a position P is evaluated in turn . If the value of S is the
best seen so far from P (from the point of the player to move at P) it is accepted in
the new best sequence (principal variation) and its value transferred to P. if the
opponent already has a better value than this at the next higher level in the tree,
then P . S. and all other successors of P are pruned , since the move leading to P will
not be chosen by the opponent. To put it in chess terms, the move leading to P has
been refuted by the move leading to S. so that no further refutation need be found.

This evaluation process is repeated recursively until a vaLue and best move are
found for the initial position.

More thorough expositions of the minimax and alpha-beta procedures may be
found in §4 and (Nilsson 19711. The contribution of the alpha-beta algorithm to
TECH’s performance is found in §4. More detai l on the mechanics of TECH’s tree
searching is found in (Gillogly 19721.

2.1.5. TIming TECH’s individ ual components
The cost of each of TECH’s components was approximated by timing a 5-ply

search of a fairly complex middle game position , Position 3 of Fig. 4.8, using the
BLISS Timing Package [Newcomer 19731. The relative times are probably fairly
accurate for any general purpose computer. The absolute times show the speed on
Carnegie-Mellon’s PDP ’lOB, a PDP-1O with KALO processor capable 01’ processing
0.34 mips (million instructions per second). The search took 637 seconds, some-
what longer than the average middle-game move.

Generation of legal moves at each position took the most time: 46% of the
overall time. Each individual move generation took 4.39 ins. Thus if the time for
move generation were shrunk effectively to 0, e.g. with a specially-designed
hardware move generator , the program would be able effectively to spend twice as
much time searching the position , gaining at most one mt. ’~e ply of search depth.

The mechanics of controlling the tree search, including performing the
minima x backup and checking f or alpha-bela prunes, took i~ % of the total time.
Moving up and down the tree (making and retracting moves) took an additional 24%
of the time (about 0.25 ms for each execution or retraction) . As mentioned above ,
the evaluation of a terminal position is trivial, since the only term is computed
incrementally as capture moves are made and retracted.

a
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2 .2.6. Core requirements
TECH uses 17K for instructions and 12K for data on Carne gie-Mellon ’s PDP-

lOB (K— 1024 36-bit words). The core requir ements for the different components
are roughly as follows:

Module instructions data
Chess ruLes 1.5K 0.9K
Positional knowledge 2 .5K 0. ‘K
Tree searching 1.5K 1.3K
Hashing (~2 3 .2.3 ) 1 OK 4 4K
rable initialization 0.5K 0 2K
interface to PDP 1O 0.5K 0.5K
File I/O 1.3K 0.2K
English notation 2.5K 0.2K
Statistics hooks 4 2K 3. 1K
User interface 2.0K 0.6K

2.2. Positional heuristics
The basic TECH design provides a good tactical chess pro gramming benchmark , hut

does not play well because by the time something tactical happens it has a hopeless posi-
tional disadvantage. To circumvent this a positional analysis was added that sorts all the
legal moves at the top leve l only so that the positionally most desirable are considered
tirst. In non-tactical positions most top-level moves will receive the same backed-up
evaluation , i.e. the same material ~aluc as before this move, so the firs t of the materiall
best moves will be accepted. The superficial positional analysis functions as a tiebreak for
mater ially equal moves. The positiona l analysis recognizes five phases: the opening, mid-
die game , endgame with pawns only , endgame with pieces against the bare king, and all
other endgames. The heurisucs used in the positional anal sis were developed by Hans
Berliner.

The usc of considerable chess knowledge in the positional e’aluation is not con-
sidered to violate the technology approach , since it uses a negligible amount of time.
The cost of the single top-level evaluation in the lest position was 0.4 seconds , about .00*
of the total lime.

2.2.1. Opening
The opening is defined to be the first eight moves. The most import ant

heuristic in the opening evaluation is occupation of the center. Each square on the
board is weighted with a desirability value ranging from 0 points for the corners to $
points for the center (Fig. 2 .1 ’) . Each move represents a net gain or kiss of central-
ity. For example, N-KB3 would yield a gain of 5 points in centrality. This is multi-
pLied by a priori ty factor for the piece to move: 1 for a pawn . 4 for knight , 3 for
bishop, 2 for rook, I for queen and -1 for king. Thus N-K83 a.ould have a final
score of 20 points for centrality. Notice that the king is encouraged to move a~ av
from the center in the opening, since its center-tropism factor is negative . This
heuristic alone dictates a very reasonable opening with rapid development.

Each move is given a final positional score of the centralit y term plus the ~.due
of each of the following heuristics which applies to it:

a .
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0 1 2 3 3 2 1~~~0
1 3 4 5 5 4 3 1
2 4 6 7 7 6 4 2
3 5 7 8 8 7 5 3
3 5 7 8 8 7 5 3
2 4 6 7 7 6 4 2
1 3 4 5 5 4 3 1
0 1 2 3 3 2 1 0

Fig. 2.1: Center control array
3 Pawn from 1(2 to K4: 30 points

Pawn from 1(3 to 1(4: 2 points
Pawn from Q2 to Q4: 20
Pawn from Q3 to Q4: 2
0-0: 30
0-0-0: 10
N-R3: -15
Piece to 1(3 or Q3 blocking a pawn: -50
Piece moving from king side: 2
Capture with pawn toward center: 5
Capture with pawn away from center: -5
Pawn capture leading to multipled isolated pawns: -10
Wing pawn advance: -10
Capture unsupported center pawn: 50
Capture supported center pawn: - iS

2.L2. Middle game
The middle game begins with the ninth move, Lw which time both sides have

usually finished their development. It continues until one side has less than 1950
points worth of material , excluding the king (each side has 4020 in the initial posi-
tion). For example , a position in which each side has at least the equivalent of a
Queen , Rook, Bishop, and three Pawns would be a middle game position (2030
points) , but it would be an endgame position if one more pawn were lost (1930
points) . The center control heurist ic is still used, but the priorit y factors are slightly
altered:

P—3 , N—4 . B— 3. R— 2. Q— 1. and K — i .

Since most pieces have found their best squares by the middle game this factor
has less influence than in the opening. Each move is credited with a mobility term,
which is the number of potentially legal moves available after the move is made.
Movement of a piece into the opponent ’s king field (see Fig. 2.2) is rewarded in the
same way as the center control heuristic , and the net gain is again multiplied by the
priority for that piece. This heuristic occasionally results in a king-side attack.

The pawn heuristics are the same as in the opening, except that advances of
wing pawns get -5 instead of -10. Castling values are the same as in the opening. if
TECH is ahead in material , piece captures get to points more. Moving a piece
which blocks the 1(1W or QBP is rewarded with 5 points .

0
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Fig. 2.2: Middle game king field

2.2.3. End game with pawns
The most important goals in pawn endgames are advancing and blocking

passed pawns. A passed pawn is a pawn that cannot be blocked by an opponent’s
pawn on its own or an adjacent file. Each move is credited with the net gain in the
passed pawn field shown in Fig. 2.3. This allows TECH to escort the pawn (if its
own) or block it (if the opponent’s). For example, if TECH’s king is 2 squares in
front of its own passed pawn, it receives 5 points; if 2 squares in front of the
opponent’s passed pawn, it receives 7 points. If it is adjacent to a passed pawn of
either color, it receives 12 points. The king field (Fig. 2.4) and center control arrays
are used only for king moves.

T112 P 12 8
3 5 4/8 5 3
4 6 5/7 6 4
1 2 1/5 2 1

0/1
Fig. 2.3: Pawn endgame passed pawn field

The value shown is the value of the king position relative to
the passed pawn (own/opponent’s) as the pawn is moving
down the page.

1 1 2 3 2 1 1
1 3 4 5 4 3 1
2 4 6 6 6 4 2
3 5 6 1 ( 6 5 3
2 4 6 6 6 4 2
1 3 4 5 4 3 1
1 1 2 3 2 1 1

Fig. 2.4: Pawn endgame king field

0 ,
I

— .  . —— —--—~ —=— ‘-— ~—.- - . ~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~ ‘ . 

- -  

1lI~~



~~‘r~~~~

- 10 -

Pawn moves are weighted by the rank or their destination and by whether they
are opposed:

Rank Opposed Unopposed
3 2 3
4 1 5
5 3 10
6 4 13
7 - 23
8 - 80

If TECH has more than one pawn on a file , only the first is given this bonus; the
other pawns lose 10 points.

2i.4. General eadgam.
As in the pawn endgame, TECH ’s main goal is to promote. The pawns are

given the same weights for advancing as in the preceding section. The material of a
pawn is raised from 100 to 120; if TECH has 2 or less pawns, they are worth 190
each. A move which places a rook behind a passed pawn of either color is rewarded
with 15 points. The center control term uses priorities of

P—0, N— 4 . 8—3 , R— 1, Q.- 1, and K— 4.
This encourages the king to centralize. TECH also uses the king field mask (Fig.
2.5) to minimize the distance between kings. As in the middle game, the mobility is
added to the score for a move.

T ~~ T
4 8 10 10 10 8 4
5 10 10 10 10 10 5
6 10 10 K 10 10 6
5 10 10 10 10 10 5
4 8 10 10 tO 8 4
4 4 5 6 5 4 4

Fig. 2.5: General endgame king field

2.2.5. Eadgame with pieces
Unlike the other forms of endgame, TECH’s goal in the endgame with pieces

is to drive its opponent ’s king to the edge in order to deliver mate. This is achieved
by doing a small (2 ply) tree search and using as an evaluation function:
• -32~opponent ’s king location on the center control field (Fig. 2.1)
• 2’opponent’s king location in TECH’s king field (Fig. 2.6)
• TECH’s king location on the center control field , and
• the sum of TECH’ s piece locations in TECH’s king field divided by the

number of TECH’s pieces (to keep pieces near the king as a tiebreak).
This method of forcing the king to the side of the board is due in part to Slate ,

Atkin , and Gorlen (authors of CHESS 3.5 , the Northwestern program).

2.3. Secondary mechanisms
A number of heuristics have been added to TECH to (1) make full use of available

time, (2) improve the efficiency of the tree search, and (3) capitalize on situations where
it is ahead in material.

S
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4 4 S 6 5 4 4
4 8 10 9 10 8 4
S 10 10 10 10 10 5
b 9 10 K 10 9 6
5 10 10 10 t O 10 5

Fig. 2.6: Piece endgame kin g field
2.3.1. Capture sort

The greates t time savings in TECH over the basic design resulted from sorting
~.aptures of the most valuable pieces to the front in any group of legal moves
searched . The alpha-beta algorithm prunes the maximal numbe r of branches when
the refut ation to a bad move is found early . Since ihe refutation s for most bad
moves are captures , the capture sort is quite effective. In some posit ions the savings
in CPU lime is more than three orders of ma~nitude . The capture sort heur istic
took 4% of the total time in the lest position (see §2 . 1.5) . An individual capture
sort took 0.39 ms.

1.3.2. Time allocation
The primary difference between tournament and “friendl? chess games is the

use of a clock. Each player is required to make a certain number of moves within a
given time (typically fift y moves in two hours ) , after which further time controls are
specified . In order for TECH to take fullest advantage of the power of it s host
machine ii must make use of the time at its disposa l as fully as possible without
overstepping the time limit. If the time lim it is exceeded (indicated by a flag on the
clock face dropping ) the player immediate ly forfeits the game.

2.3.2.1. Masimum time for the m ove
The first step in TE(’H’s t ime allocation algorithm is the decision of how

much time to spend on a p articular move. Since the available time can be dis-
tr ihu ied among the moves remaining before the ti m e control, there is consmd~
erahie room for sophistication. TECH’s allocation is rather simple, though.
The opening (defined to be the firs t 8 moves) is searched to 3 ph’ For other
moves the average time per move is computed by dividing the time remaining
(less ten minutes for a safety factor to cover the mechanics of typI ng moves
and operating the clock) by the number of moves rema ining. It TECH is in
the first two-thirds of its lime contro l (e.g. has played less than 34 moves of a
50-move time control) the average time is multiplied by 1 75 to get the time
allotted for thi s move. If TECH is in the last third of its time control or in ~tn
endgame. it uses the average time computed a~ we Final ly, if it is in an
endgame where it is tr y ing to male the opponent ’s lone king, the average time
is divided by four unless the king has already been dr isen to a corner and
TECH’s king is near to hel p with th e mate. Unless these conditions are met
there would be no mate for a deep search to find. More time is allotted for the
middle game because few moves in the opening have tact ical opportun itie s .
while the endgame requires such a deep lookahead that .m l ittle more time
would not help TECH very much.

For a more sophisticated approach each move could be considered indivi -
dually. in many cases an obvious recapture can be made after a superfici al
determination thai nothing better is ava ilab le , including the result of TF C ’tI ’ s
search on the previous move It is also possible th at non-ta ctic al posilIoi~s ma~

~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ .. ---—- S
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be identifi ed, and the posi t ion ally best move be made after a minimal search.
In each of these cases, though , there is danger that a deepe r search would
reveal a better opportunity. Because of this tradeoff the simpler approach has
been used so far in TECH.

2.3.2.2. Iterat ive deepen ing
After selecting the maximum amount of time to be spent on the current

move , some means must be found to ensure that the time is not exceeded.
Previous versions of TECH attempted to use the times for the last several
moves to estimate the time needed for the next move at different depths. If
TECH used an odd depth for the previous search it was estimated that it would
take seven or eight times as long to get one ply deeper IGiHogly 19721. ii an
even depth , then only three times as much time was needed to go to the next
deeper searc h -- on the average ! Using these planning factors TECH would
decide how deeply it should be able to search for the next move . Unfor-
tunately, many things can go wrong with this approach. The most disastrous
problem is that something tactically complex resulting from the opponent ’s last
move may result in a longer search on the current move. This problem caused
TEC H to forfeit several games by overstepping the time limit.

The method curr ent ly used to ensure that the time for the move is not
exceeded I call “iterative deepening.” It consists of doing progressively deeper
searches until the time is exhausted , checking every now and then (i.e. when
the value of another move three ply down in the tree has been found) to see if
the time is up. When a search is finished the algorithm in the preceding para-
graph is used to see whether the next deeper search is likely to be completed
in the remaining time.t If this heuristic guesses wrong and the time exceeds
the maximum TECH has allowed itself for this move , the search is aborted
and the results discarded.

In the case where a search is aborted some of the information could be
salvaged if , for example , its deeper analysis shows that the move chosen at the
previous level is bad. This information is not used in the current version of
TECH.

2.3.2.3. Hash table for iterat ive deepening
The iterative deepening method for avoiding time forfeits requires more

time to search a given position: the time for the final search and the times for
each shallower search from one ply on up. However , some of the work done
on shallower searches can be used in deeper ones to speed the search. in par-
ticular , all “good moves” (those which were the best at their level or which
were responsible for pruning the tree) are saved in a hash table , to he retne ved
and tried first in the next deepe r search if the y are encountered. if the y are
found to be useful in the new search they save at least a move generation
(since they are guaranteed to be lega l in the position) and at best the explora-
tion of a large subtree. Note that it is not practica l to save all the moves in the
tree , since a typical middle game search can explore hundreds of thousand s of
moves.

The hashing method used is due to Zobrist 11970 1. The hash table size is
a power of 2. There are entries in the table for a check hash and a move. An
auxiliary two-dimensional table is initialized with pseudo-random nu mbers , one

tI ,smo r,~aI note J J Siott 119ti91 ft rit uscd thi s method tam e~ erv other piy~ to spei~ I up t he ~ej rt ’h by
reordcrmn ~ move s The iulhor used it b r  mime aikteaiio n in 1972 Ii was again discovered ind~’pendenth h~
State and Alkmn (or the Ntwth~ esmern Program

I
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for each possible piece on each of the 64 squares. The hash code of any posi-
tion is then the eXclusive OR (XOR) of the random numbers representing the
pieces on the squares in the current position. Additional terms for castling
rights and en passent possibilities are included.

The advantage of :his hashing method is that the hash code for a given
position can be obtained incrementally from that of its parent position. in the
case of a simple move, the piece being moved is removed from the hashcode
by XORing its old position , then replaced on its new square by XORing its new
position into the hashcode. This can be done in a very few operations. Nor-
mal hashing methods would require something to be done to all squares that
contain a piece, a much costlier operation.

Part of the hashcode is used as an address in the hash table for the posi-
tion , and the remainder for the check hash. In order to retrieve a position the
address and the check hash must both match. Since the pseudorandom
numbers are 36 bits long, the probability is that the wrong data will be

retrieved for a position , or about 10..12 . TECH considers about iO~ positions
per game, so that this kind of error might be expected once in 100.000 games. —

The error has occurred and been discovered once in TECH’s career. The
number of complete games played by TECH is not known, but I believe it to
be about 5000 (plus or minus 3000). This error rate is probably acceptable ,
but could be reduced further by increasing the size of the check hash code to
two words.

This “pruner heuristic” nearly makes up for the extra searching of inter-
mediate depths. The overall effect of iterative deepening with the pruner
heuristic is analyzed in §6. Retrieving moves from the hash table accounted
for 4% of the overall time in the test position (see §2.1.5). An individual
move retrieval takes 0.3 ms. The time for putting moves in the hash table was
less than 1%; individual move storage took 0.07 ms.

2.3.3. Opening book
The opening heuristics described in §2.2.1 are supplemented by a small book

of responses to positions that have given TECH trouble. The book now consists of
about 70 positions in which TECH would make a move known to be bad if left to its
own devices. The book has been resorted to only if the problem is not symptomatic
of an easy flaw in the opening heuristics. In §6.3.4 advantages and options for the
opening book are considered.

The implementation of the opening book is quite general , although not all of
the generality is exercised by the current small book. The hashing method used for
iterative deepening is used for the opening as well , so that all possible transpositions
are automatically found. If more than one move is specified in the position , one of
them is chosen randomly. Currently there is only one move per position.

The concept of a Technology program would certainly permit an enormous
opening book , making use of mass storage as well as brute force computation. At a
future date advantage may be taken of this option. With a 1010 bit store, more than
10’ positions could be stored. This would be suitable for storing all sequences from
the opening position to about 6 moves deep, assuming the best move is stored for
TECH and all moves are stored for the opponent. More to the point would be a
complete published opening book such as MCO-!O [Evans 19651. A I0’~ bit store
would allow storage of about the first 7 moves, and a 1O~ bit store would reach to
about 9 moves. Unfortunately it would take about 10’ years to fill the 1015 bit open-
ing book, allowing 10 minutes of computation time per move. A 1010 bit store
would be quite adequate for the largest practically computable opening book as well

IIii.I ~~~ ~~~~ _- — - ,  .. —. ~~~~~~ - .- —-~-~~- ~~~~~~~~~~~~~~~~ ~~~
- -=—- --.-~--- .._ - ~~~~~~ ~~~~~~ ~ ., - ._________ .- .
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as for storage of the “pruner heuristic” hash tables for all positions encountered in
the search.

2.3.4. Draw by repetition
The ability to detect an opportunity to seize or avoid a draw by repetition is

essential to a well-rounded chess program. Several “ won” games have been drawn
by repetition at Computer Chess Championships. Programs tend to achieve a local
maximum in their evaluation functions and then oscillate, seeing nothing active to
do. A draw by repetition mechanism will force the program to try something else,
and the new try might eventually lead to the right idea in the position.

TECH uses the hash table to detect draws by repetition: each move actually
played in the game is stored in the table, indexed by position. The number of
occurrences of the current position in the game so far is kept. if a move at the top
or second level of the tree results in the third occurrence of a position , a search is
done to determine whether that draw should be claimed or avoided.

This method of detecting repetitions is considerably better than simply seeing
whether a piece has been oscillating, since a position may be repeated by a different
sequence of moves. It is still not perfect , though , since it should decide whether it
is more favorable to break the pattern before the second occurrence of the position
rather than the third. Further , it would be pleasant to detect repetitions within the
tree search and immediately evaluate the position as drawn. This , again, will wai t
for future versions of TECH.

2.3.5. Using the opponent ’s time
A program that relies on raw computing power for its performance should

make as full use as possible of all the time at its disposal. This should include the
time when the opponent ’s clock is running.

After making its own move TECH uses a one-ply search to guess the
opponent ’s move. It then begins its own search with iterative deepening, checking
frequently to see if the opponent’s move (or some other command) has been typed.
When the move comes in , the state of the search is saved, the opponent ’s move is
made, and the check is made to see if TECH guessed correctly. li the guess is
correct, TECH continues with its computations; otherwise it discards the work done
so far and starts over.

This “think-ahead” heuristic greatly increases the complexity of TECH’s control
structure . This is probably why no other chess program (so far as I know) makes
effective use of the opponent ’s time. The control structure would be greatly
simplified ii the program were written under an operating system like UNIX IRitchie
and Thompson 19741 that allows programs to fork under user control. The main
progra m would then fork a process to begin investigating the trial move while it con-
tinues to monitor for the opponent ’s move, retaining the option to go ahead with
either process depending on the outcome of the guessed move.

The savings due to this heuristic and possible improv ements are discussed in
§6.3.3.

2.3.6. Aspiration level
in the usual tree search the initial best values so far for each side (a and $)

are set to —
~~~~ and ~~~~ . The first move found is then accepted as the best so far , no

matter how bad it is. Thus one scenario would show TECH doing a complete search
on a move that loses a queen , then on one that loses a rook , and so on , before com-
ing to the flock of moves that leave the material balance equal.

I
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The aspiration heuristic sets the initial values of a and ft to just less than the
current material value of the position from the point of view of each player. This is
equivalent to assuming that a move has already been found that is slightly worse
than staying even. Then the moves that lose material will be pruned rapidly and the
moves that stay even (or win material) will be reached sooner.

The aspiration heuristic will fail if and only if the side for whom it was used is
about to lose material. In this case no move is found with a value of even material
or better, so that all moves are pruned. in this case the search must be started over
with the aspiration level reset to a more realistic value (e.g. —~~) .

2.3.7. Killer heuristic
The ki l ler heuristic (e.g. LGreenb latt 19671) is also used in TECH. It suggests

that a move which generates a prune in one set of moves may also generate a prune
in the adja cent set (first cousin positions) so that this killer” move should be tried
first. As discussed in §6. the killer heuristic is not particularly effective in TECH. A
variation used in the Northwestern program (CHESS 3.5) placed the killer second
rather than first , more credence being given to the static evaluation than to the
kil ler.

~.3.$. “Mate? switch
The “ mater switch is a user-settab le switch that forces TECH to check for

absolute legality of moves whenever a set of moves is generated. In the normal
mode (mater switch off) moves are not checked to see whether they leave the king
in check. This condition is detected one ply deeper when the kin g is actually cap-
tured. Turning the mater switch on costs considerably more ( 15.24 ms for move
generation instead of 4.39 ms) . but allows mates to be detected one ply earlieti . This
tradeoff is explored in §6.

2.3.9. Dir ectional heuristics
When TECH is ahead in material a top-level mechanism modifies the values of’

TECH’s pieces in the terminal evaluation function to encourage trad ing pieces. if
TECH is ahead by 2~~ points (2 pawns) or more , the new value of a piece (not a
pawn) is computed by the formula

opponent ’s mater ialnew value ’— old value max( .6 , ,TECH s material
so that TECH’s pieces may be worth as lit t le as tiO% of its opponent’s pieces.

Another situation where the unmodified TECH shows little directiona l ability
occasionally appears in an endgame. If TECH can capture material that cannot be
immediately defended, it may skip the capture for the present , knowing it can be
made later , and circle around the doomed pawn with its king. To circumvent this
“deferral problem” a few points are awarded for captur ing material sooner , so th at
TECH will go for the opponent ’s throa t immediate ly and get on with the next
subgoal. This heuristic is usually correct , but may occasionally result in reliev ing
tension in positions where the opponent should be kept under pressure. Most of
these situat ions would be beyond TFCH’s str ategic abilit y in am case .

2.4. Gathering stat ist ics
TECH has many options for collection and display of statistics The number of

move generations and branches at each level are collected, as well as the numbe r of bot-
tom positions, CPU and real time , successfu l and unsuccessful killers , king captur es . and
aspiration failures. The more expensi ve statistics (e.g. bottom posit ions) may be turned
off with a compile-time switch to save time in tournament situations. TECH has fac i lit ies

~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~ ~~~~~~~~~~
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for saving games and parts of games on disk or DECtape, including an aulosave feature to
provide backup during a tournament game. TECH can be run to collect statistics
automatically on stored games. For the analysis using the Fischer-Spassky match in §5
TECH was run automatically to collect relevant statistics on each game.

Another compile-time switch enables TECH to be used as the environment and
semantic expert for the speech understanding program Hear-Say I IReddy et al. 19731.
The switch suspends the a—ft algorithm at the top level of its guess about the opponent ’s
move, so that a likelihood can be assigned to each move. This likelihood is used to gen-
erate and test hypotheses about the opponent ’s utterance.

I
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3. Establishing and using a USCF rating
The most widely accepted chess rating method is the system developed by Arp ad Elo

119661 11972 1 and used by the United States Chess Federation (USCF ). It is therefore of
interest to determine the USCF rating of a program intended to be used as a benchmark. In
March . 1971 TEC H played two games against a 1968 version of the Greenblatt program
IG reenb latt 19671. winning one game and drawing the other.t This suggested that TECH had
attained a sufficiently high level of performance to particip ate meaningfully in human tourna-
ments. As TECH played in more such tournaments several other attempts were made to utilize
and validate the rating thus established.

31. An official USCF ratin g
It is difficult for a chess programmer or other observer to estimate objectively the

USCF rating of a program. For this reason an official USCF rating was obtained for
TECH by actual comp etition in human tournaments. Before competition TECH’s rating
was thought to be around 900 or 1000, in the lowest level of human tournament perfor-
mance (see below). This estimate turned out to be about 300 points low , more than a
class difference. More recently the Northwestern Chess Program was thought to be about
a 1650-rated player , but performed at least 300 points higher at the Paul Masson Tourna-
ment in Ju ly, 1976 using a more powerful comput er than it s usual host IBer liner 1976).

3.1.1. Basis of the USCF rating system
The purpose of a rating system is to evaluate the performance of each indivi-

dual and to assign ratings which reflect the probability of one player outperforming
the other. Two rating scales with this property are used: the ratio scale and the
interval scale. With a ratio scale, if the ratio of the ratings of two pairs of players is
the same, then the probability of the higher rated player of each pair winning is the
same in each pair. in an inter va l scale the difference between ratings , rather than
the ratio, determines the probability of the higher rated player winning.

3.1.1.1. Parameters of the USCF rating system
The USCF rating system uses an interval scale. Each player !~ is

assumed to have a performance distribution with mean ~ • and standard dcviii-
tion a~. His performance is an abstract concept which reflects how well he
plays against various opponents . He will typically perform above or below his
average.

I t follows from the central limit theorem that the differences of pa i rs of
ratings drawn from two such distributions will be normally distributed. The
mean of the distribut ion of differences is ~~~~~~~~ and the standard dcviii-
t iOfl is

aD

An assumption made for the USCF rating system is that o~ — a~~ for all j
so that 

~~D~~°’/ ~ 
The value a —  200 is chosen arbitraril y and represents the

class difference.
To find the probability of one playe r winning a single encounter , we con-

sider the performance level of each player to be drawn from his own normal
distribution with standard deviation 200 and with a mean of his own rating.
The probabilit y of the lower-rated player is found from the cumulative normal

In I97I TECH. p4avrng ai tournament time co nirots . lost one same and drew another alainst t he ~urreni
ve rsio n o( the Cireenbisu prn~ram pIa~ ,ns at a rut time contro l . The curren t Greenhi ,itt program ~ d ear ly a
belier player than TECH

1
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distribution for the razing difference between the players. For example,
assume the players are rated 150 points apart . This is about O.53a o. A stan-
dard table of the normal distribution shows that the area under the normal
curve to the 0.53 point is 0.70. Then the higher -ranked player has a probabil-
ity of 0.70 of winning a single game. Fig. 3.1 shows the probability of
expected outcome of games between players with various rating differences.

The cons*stency of the USCF rating system was tested lElo 19661 by
comparing the actual score of each player in the Western Open Tournament
(St. Louis 1965) with his expected score based on his rating and the ratings of
his opponents. Elo found that of the 97 rated players in the competition, 73
had differences of 1.5 or less (each played 9 games) , and 58 had differences of
1.0 or less. This was regarded as a favorable comparison with theory .

3.1.1.2. Performance ratings
A player’s performance rating is a measure of his performance against a

series of rated players. His performance against them , defined as wins/total
games (where a draw is counted as half a win) , is used with the cumulative
proportion curve to compute D, the difference between his rating and that of
his opponent. The opponent ’s rating R~. is taken to be the mean rating of the
opponents. For example, a performance of 16% corresponds to the la point
on the cumulative proportion curve , and would thus yield a rating of R —o ~ñ,
or about 283 points below the average of the competition. The USCF system
currently uses a linear approximation to the normal cumulative distribution to
estimate performance ratings , i.e.

R,~~ R(’+400 W L

3,1.1.3. Operational USCF rating formulas
The performance rating is used by the British Chess Federation as the

sole rating method, computing new rating s each six months and using the old
ratings of the opponents to determine a player ’s new rating . The USCF rating
system uses the performance rating for players who have played fewer than 17
games. For players with established ratings the new rating is determined by a
set of rules and corrections designed to track effectively as a player ’s strength
increases or decreases. The form is related to the performance rating, but the
performance in the most recent event is weighted more heavily than the old
performance. This is done by formally assuming the old rating is ii perft)r-
mance rat ing based on N0—N games (where N is the number of games in the
current tournament) , and that the opponents’ rating R~

. is the same for both
sets of data. Then the new rating (computed as a performance rating) is

400( W,,~ —L~~ )
R~.,Rc + I.,

“0

R 
400( ~~~~~~~ 400( ~~ ,,—L ,,1.,,)

N0 
+ N0

N0—N 4O0(W~ —L~) 400(W~~~La.,,)
N0 Np-N

+ N0

Assuming the ratings of the opponents are the same before and ~tfter these
games, i.e. R~ — ~~~~~ R( - . we have

____ 
N N0—N 400( W~~— L~~) 400(W ,,,.,— L.1,,,)

— 

N0 
R1.~ + -

~~~
-. R~

. + 
~~~~~ N0- .v + .v0 a
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No-N ( ~~~~~~~ N W~~~L~~)
— 

N0 1
Rc,,,, + Np-N +~~~ Rc + N0

If R~~ was a performance rating based on Np -N games, then

Np-N N ~~~~~~~ 4®( W~~-L~~)
R~~ - N0 

R~~+-R- N + N 0

- 
Na_N

R 
ZR0,, -R~~ 

+fR~~+ 
W~~-L.,~)

~~~D ~~~~(W ~~~-L)~~~~
• LI

“0 1,0

This is the basic form used incrementally to compute the new rating,
except that the difference D is not allowed to exceed 350 points. N0 is chosen
to be 25 for players rated below 2400 points, and 50 for players rated above
2400 points, based on the assumption that the ratings of very good players are
more stable than those of weaker players. Modifications are made to this value
if the player gains more th*n 32 points in the event or if his initial rating was
very low. These modifications are described in FEb 19721.

3.1.1.4. Performance classes
The assumed standard deviation of 200 USCF points is taken as a class

difference . The categories of players are designated as follows:

> 2399 Senior master
2200-2399 Master
2000-2199 Expert
1800- 1999 Class A
1600-1799 Class B
1400-1599 Class C
1200-1399 Class D

<1200 Class E

3.1.2. TECH’s USCF rating
Between April, 1971 and September, 1972 TECH played a total of 38 officially

rated tournament games. The result is shown in Table 3.1. TECH’s current USCF
rating (rating list of July 1973) is 1243.

3.1.2.1. Mechanics of play
TECH is operated at a human tournament via a portable terminal (Datel

or Execuport ) connected to a C-MU PDP-10 over normal phone lines. When
the opponent makes his move and punches his clock , the operator inputs the
move on his terminal . TECH’S move is typed in English notation , the opera-
tor makes the indicated move and punches TECH’s clock.

Although the USCF has formulated no specific rules for computer play in
tournaments, certain standards have been adhered to in TECH’s games. Dur-
ing a game the only adjustments made to program parameters by the operator
are the times remaining on each player ’s clock. When a draw is offered by the
opponent (either explicitly or by repetition ) , the program must make the a
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decision without the operator ’s assistance.
It is believed that as programs improve it will be necessary for the USCF

to clarify certain issues concerning competition by programs in tournaments.
For example, under what conditions should a series of programs (e.g.
Northwestern Universit y’s Chess 3.0, Chess 3.5. Chess 4.0, Chess 4.5) be
assigned a USCF rating as the same entity ~ Although the rules state that a
player may not use books or wr iting material to help decide on his mo~-e . most
programs have a perfectly expli cit book of openings programmed. Finally, the
extent of allowed operator intervention must be defined.

3.1.2.2. USCF tournamen t s and results
TECH’s performance in USCF-rated tourn aments is shown in Table 3.1.

The USCF rating shown for an event is the earliest ratin g which includes the
games in that event. The estimated performance rating is based on the ratin gs
of TECH’s opponents published immediately after the event. The disparity
between the estimated performance rat ing and the official USCF rating is due
to the delay in the rating list and to the players for whom no rating w,ts avail -
able at the time of the tournament.

TECH’s USCF rating is firmly established with 38 games, and is in the
middle of the class D category . The fair stabilit y of TECH’s rating suggests
that the modifications made to TECH over the period May 197 1 to September
1972 did not radically increase TECH’s strength. Some of the more important
modifications were the detection of draws by rep etition (June 1971) , th e small
book of openings (about May 1972) . and iterative deepening (August 1972) .
The iterative deepening was introduced to prevent losses due to time forfeit.

It is hoped that other implementations of TECH (e.g. TECH H , wruien
at MIT by Alan Baisley ) will be entere d in tournaments and establish ratings.
Particularly interesting would be the variation of rating with the host machine.
This issue will be explored in §3.2.

Date Event Rounds Pts Est. pert’. rating USCF ra~ng
May 1971 Golden Triangle Open 5 1.5 1189 1147
Jun 1971 Fred Thompson Memorial 5 2.0 1304t I24~
Sep 1971 Walled Knights Open 4 1.5 1355
Oct 1971 Gateway Open 5 2.0 1344 1286

Nov 1971 Carnegie-Mellon Open 5 2.0 1224t 1277
Apr 1972 Mar k’s Coffeehouse Open 5 2.0 1237 1262
Sep 1971* Pittsburgh Industrial League 2 1.0 1355 1252
Sep 1972 Penns. State Championship 7 3.0 1328 1243

Total 38 15.0

tOne win was by forfeit , which is not rated in the USCF system.
$Out of order here because of delayed reporting.

Table 3.1: TECH’s USCF-rated events

3.1.3. Insight from the tournament games
Tournament games offer an opportunity for analysis that is not avai lab le in

more casual games. They are played under relatively controlled conditions~ there is
no backing up or terminating without a winner being determinet and there is l it t le
expe rimentation where an opponent will try a move ~jus t to see what the program
will do. For these reasons it is of considerable interest to make a detailed inspection
of TECH’s behavior in these games. The effects of specific mechanisms on the
tournament games are considered in §6.3.

S
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Of the 38 tournament games, TECH won 13 (2 by default) , drew 4, and lost
21. Of the games TECH won , 9 were decided on tactical grounds in the middle
game or early end game. In these games either TECH retained its material advan-
tage until mate or an obvious win , or the opponent resigned immediately. Its other
two wins were decided in the end game: one was adjudicated in TECH’s favor
(TECH might not have been able to find the win) , and the other was won in a pawn
endgame.

Of the 21 games TECH lost, 14 were decided in the middle game. Of these, 2
were lost when TECH ran out of time (one of these games was already clearly lost).
The problem with overstepping the time was solved with the “iterative deepening”
heuristic (~2.3.2.2.). Two games were lost because TECH could not see to the end
of a tactical combination , and two more were lost because of the horizon problem
(See, for example, [Berliner 19731). The remaining 9 middle games were lost
because of threats against TECH’s king: sequences of checks leading to a loss of
material, mating threats, and forks beyond TECH’s depth. This is clearly an area
that requires work. At the very least TECH should recognize king threats as early as
other tactical threats, i.e. use the “ mater heuristic.” Some sequences of checks
should also be investigated , being careful to avoid consideration of arbitrarily long
sequences.

The remaining 7 lost games were decided in the end game. One loss was due
to a king threat in the early end game; the other 6 were due to a lack of strategic
ability in various kinds of pawn end games. This problem is likely to remain with
TECH-like programs well into the future, since many end game problems are much
too deep to solve with a brute force tree search. The goal of a technology program
should be to win enough material in the middle game to enable it to survive an end
game with its limited strategic ability.

3.2. Utilizing TECH’s USCF rating
Since the rating process is expensive in time and effort , it is desirable to use it as

fully as possible. An attempt was made to rate other versions of the program approxi-
mately using the tournament version as a standard. The results and caveats are presented
in this section.

3.2.1. Rating a tournament of programs
Elo has shown [19661 that a group of players can be rated with the USCF rat-

ing system if one player has a valid rating. The assumption is made that the stan-
dard deviation of the performance of the individuals in this group is the same as that
of the general chess-playing population (see §3.1.1.1.) , i.e. that a — 200. TECH’s
perfonnance, in the 38 games played, is not inconsistent with this assumption. Elo

• defines the performance in a single game as P — R + 400~S, where R is the
opponent’s rating and S is 1 for a win , 0 for a draw, and -1 for a loss. Using this
definition of individual performance, the standard deviation of TECH’s perfor-
mances (again using the post-tournament ratings of the opponent) was 249. (The
mean performance was 1289.)

In a tournament among programs of very similar structure one might expect
the standard deviation of performance to be reduced. A program which could regu-
larly afford to look one ply deeper than its opponent would be able to evaluate pre-
cisely the opponent’s reply to each of his options, and thus have an almost insur-
mountable advantage. Playing against a human (or differently designed program)
the shallower program might be expected to perform relatively better than against a
similar deeper program. It is believed that this trend offse ts to some extent the fact
that TECH’s observed standard deviation in performance has been higher than that
of the average human chess player.
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3.2.2. Some empIrical suppo rt
A preliminary set of experiments lends some credence to the thesis that the

results of a tournament among similar programs provides a consistent pattern of
results. A tournament was conducted among program variations with different
parameters. A number of games were then played between two sets of program
variations and a human of about the same chess ability.

3.2.2.1. Program variations
In the first part of the experiment an attempt was made to rank programs

with varying depth of search , quiescence checking, and positional knowledge
according to their playing ability. Of interest , for example , was how deeply a
program without positional analysis would have to search in order to beat a
program of some fixed depth with positional analysis. The range of the vari-
ables were (1) depth of search from I to 5 ply; (2) full or no quiescence
analysis; and (3) three positional modules: random pre-sort , full positional
pre-sort , and a pre-sort using only the mobility resulting from each move.
Thus there were 30 different program variations for this experiment.

3.2.2.2. Results of the prelim inary tournament
Several assumptions were made to minimize the number of individual

matchea that had to be made to rank the 30 program variations. It was
assumed that if two programs were identical except for the depth of search , (he
program which could look deeper would play better ; that quiescence yields a
better program (al l else being equal) : and that (all else being equal) a progra m
with the mobility positional module is better than one with a random positional
module, but worse than the full positional module.

The latter assumption was tested in a round-robin match between the
progra ms with quiescence at depth S. The program with a random positional
module performed sl ightly worse than the program using mobility (3 draws and
1 loss of the 4 games); the mobilit y version did slightly worse than the one
with full positional (1 win , I draw , and 2 losses); and the version with full
positional was substantially better than the random version (3 wins and I
draw) .

Pairing s were then chosen to determine as efficiently as possible the
extent to which positional search and quiescence could surpass a deeper search.
The results of the individual matches is shown in Table 3.2. Based on these
results the partial ordering shown in Figure 3.2 was derived.

3.2.2.3. Interpretation of the match results
Conclusions drawn from the partial ordering of Fig. 3.2 are (for the

range of depth in this experiment ) :
( I )  A program without quiescence must look at least four ply deeper than

one with quiescence to achieve the same level of play.
(2) For a program without quiescence , all positional considerations arc

washed out by greater depth.
(3) For a program with quiescence, positional analysis is worth one ply of

depth.
he latter conclusion in particular merits some study at greater search

depths. It may be true that positional analysis will be increasingly more valu-
able as the depth increases , and that as the program becomes more competent
tactically, its games will be decided on positional grounds.

1 ,
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R — Random positional module
M—Mobility positional module
I — Posit ional module norm ally used by TECH

Q—Quiescence
F—Fixed depth

<n >  —depth of search
- 

2RF ~-s 1 1’F i~2 of 2) JRQ vs ITQ (3 5  of 5)
3RF vs 2TF (5 of ’ a) 3RQ vs 2MQ (4.5 of 9)
4RF vs JTF (5 of 5) 2TQ vs 3RQ (4 of 5)
SRF vs 4TF (2 of 2) 3MQ vs 2TQ (6 of 10)
ITQ vs 5RF (2 of 2) 4MQ vs 3TQ (4.5 of 8)
ITQ vs SMF (2 of 2) 5RQ vs JTQ (3 of 3)
5TF vs 1TQ (I of I) 5RQ vs 4 I’Q t3 of a)
2RQ vs 1TQ (a .5 of I I ) SMQ vs 4TQ ( 1.5 of 3)
4RQ vs 3MQ (5 of 8) STQ vs SMQ t~ .5 of 4)
5MQ vs SRQ (2 . 5  of 4) 5TQ vs SRQ ( 3 5  ~l 4 )

Table 3.2
3.2.2 .4. Performa nc. of pro grams against a human

in order to lend credence to the thesis that a tourn ament among f’tO
grams is meaningful, an unrated human of roughly the same strength as rl:cu
played against two pairs of programs The progr ams chosen were diffe rent in
design , but performed about equally well in the matches. The pairs chosen
were (4RQ , JMQ) and (4MQ, 3TQ ) . These pairs were selected because they
were of about the same strength as the human opponent and the~ used radi-
~‘aIly different positional modules. The pairs of programs were about evenly
matched (5 points to 3 for the first pair and 4 5 to 3 ~ for the second)

In the fi rst pair , the human plased ‘~is  ga mes against each program and
~ on four and lost two against each In the second r~ai r he played three games

F against each, winnin g one and losing two in each match.
These results conform closel~ to the expect ation pr ior to the matches: the

two programs in each pair per formed cquall~- ue l l , and the pair that was
thought to be better performed better.

3.2,2.5. Shortcom ing of experiment
Although this exper iment gained useful information about the re lation-

ships of depth and positional knowledge to performance, it was limited because
the concept of time was not being captured A program with a fixed depth of
four ply (with quiescence, say ) would Lake a reasonable amount of time in the
middle game , hut would move extremely rapidly (and badl ) in the endgame•
Proper budgeting of time is very important in a chess game, and it was t’e%t that
further experiments should reflec t this. An experiment that takes time into
&~ount could be used to predict the behavior of a ru ( ’n .like program on a
faster machine, since it would more closely simulate pertormance in a USCE
tournament . The next section describes a modified tournament design.

3.2.3. The technology cur v e - vary ing allotted t ime
In order to assess the effect of changing the time allocation on TUCII’ s plas-ing

ahml i i~- , a series of matches was played between programs wi th  different time atloi ~
ments. In each case the programs were identica l e~cepI for the time difference The
time was allocated according to the rules in ~2

- 
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This simulated the effect of improving computer technology [see Gillogly
1972). Clearly a factor of two increase in allotted time would correspond to a factor
of two increase in speed due to a technological advance or improved coding. Using
Elo’s formulae to rate the contestants in these matches, a curve of USCF rating
versus speed of play may be obtained. This curve is pegged to the real world with
one data point: TECH’s performance in USCF-rated tournaments with a time control
of 50 moves in two hours. The graph of USCF rating versus speed of play is the
technology curve.

3.2.3.1. Experimental conditions

The ideal range of allotted times for this series of games would cover
several orders of magnitude. Using the data point at TECH’s current USCF
rating under time constraints of 50 moves in two hours, one would like to find
the USCF rating at .~0 moves in (say) 12 minutes, 20 hours, and 200 hours.
For the largest time allotment the cost of the experiment would thus be over
one week of CPU time per tn t  (win , draw or loss) of information , assuming at
least 25 moves per side. This was felt to be exorbitant. The upper time limit
was taken at 50 moves in 180 minutes (3/2 normal TECH) , with the major
emphasis on time controls less than the usual tournament restrictions. This at
least yields the slope of the technology curve around the current data point.
The time allotments investigated were 50 moves in 30, 60, 90, 120, 150 and
180 minutes. The “ thinkahead ’ feature was not used since the two programs
were running on the same machine and would compete against each other for
computing time.

Five openings were used: Scotch Game, Petrotrs defense, a Queen’s
pawn opening, Sicilian Defense, and the Bishop’s Opening. Both sides of each
opening were played by each program in a match, resulting in ten games per
match. In cases where one side could obviously force a win, the games were
terminated and adjudicated . Program variations with the same time allocation
were not played against each other.

3.2.3.2. Results of the matches
Table 3.3 shows the outcomes of the games played in this series.

____________ 
30 60 90 120 150 180

1/4 TECH 3O XX 4 
____ 

1.5 
_____ ____

1/2 TECH 6O 6 XX 3 2.5 
_____ ____

3/4 TECH 90 
_____ 

7 XX 6.5 
______ ______

TECH 120 8.5 7.5 3.5 XXX 5 3
5/4 TECH 150 

____  ____  ____  
5 XXX 4

• 3/2TECH 18O 
____  ____  ____  

7 6 XXX

Table entry shows the number of games won by the program at left from the
programs listed across the top of the table (out of ten games).
Table 3.3: Matches of TECH vs TECH with varying time

Ratings were computed on the basis of these results by holding constant
the rating of the standard version (120 minutes for 50 moves) and iteratively
calculating the performance ratings until there was no further change. The
resulting ratings are shown as a solid line in Fig. 3.3. The dashed line
represents the rating s resulting from deleting the obviously anomalous result
of the 90 minute program against the 120 minute program.

The unexpected result in the 90 vs 120 match is due largely to random
effects. In several games the program with more time used it in uninteresting
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positions and searched more shallowly at a critical time. In others neither pro-
gram understood the position and the 90-minute program happened to end up
on top. In any case the 6.5:3.5 result for the presumably weaker program is
not wildly improbable. From Fig. 3.3 we would expect the 90-minute program
to have a rating of 1150-1200. compared with the known 1243 rating of the
120-minute program. From Fig. 3.1 we see that this rating difference gives the
lower-rated program a probability of from 0.38 to 0.43 of winning a single
game (ignoring draws). If the probability is 0.43, then the probabili lity is
about 15% that the lower-rated program will score 6.5 points or more in a
match of 10 independent games. While this probability is not high , it is not so
small that we should be greatly surprised when one match of eight has this
result.

The result is a rather linear increase in observed performance over the
range of time allowances tested, at a rate of about 80 USCF rating points per
additional half hour of USCF rating time. At this rate TECH’s performance
would increase by more than one USCF class (200 points) if the allotted time
were doubled. The slope in this region indica tes that the payoff for improved
technology is still rather high , and gives no evidence that the curve will flatten
out soon.

3.3. Indirect measurement of USCF ratings
Although the only direct method of measuring a USCF rating is to enter the chess

player in USCF competition, there are possible indirect methods. These include measur-
ing performance on a standard test calibrated against players with known ratings , and
evaluation of the chess player’s performance by a strong chess player.

3.3.1. A USCF-calibrated test
A test to determine the USCF rating of a player based on his speed at solving

mating problems was developed by F. Donald Bloss [Bloss 1972 1.

3.3.1.1. Bloss’ experiment
Bloss tested 43 chess players with USCF ratings ranging from 1180 to

1976 (see Fig 3.4) on 2-, 3- and 4-move mating problems. Each player was
asked to record the solution to each of 42 problems and the time it had taken
him to reach the solution. If the player failed to solve the problem within ten
minutes , or if his solution was incorrect , his time for that problem was taken
to be ten minutes .

For each of these problems Bloss fIt curves of the form
R _ a t b (3.3 - 1)

to the data , where R is the calculated USCF rating , t is the time required to
solve the problem , and a and b are determined by regression analyses. The
correlation coefficient between R and I was computed for each problem. Of
the 42 problems, 14 had correlation coefficients below -0.7 (negative correla-
tion indicates that players with higher ratings solved the problems faster) and
these were chosen to be the standard rating problems.

• Bloss then tabulated corresponding rating s and times for each problem
over the range of 5 seconds to 10 minutes , with the standard error of estimate.
To find the approximate rating of an unrated player , his average score on the
14 problems is computed. Bloss asserts that the statistical methods used
ensure that the average rating will be within 150 points of the true USCF rat .
ing in the majority of cases. I agree that the test should be this accurate for
evenly developed human players, although a human who spends most of his 
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chess time solving mating problems would undoubtedly score higher than his
USCF rating.

3.3.1.2. Applicabilit y of the Bloss data to TECH
A test such as this would be very useful if it could be applied effectively

to programs. It would greatly reduce the time required to establish a rating for
any program or program variation , providing almost immediate feedback on
any modification. The “ technology curve” discussed in §3.2.3 could be
obtained by multiplying or dividing the solution times on the problems by a

4 constant factor and looking up the revised ratings .
Unfortunately there are several difficulties with this particular set of prob-

lems and data which make it less than ideal for establishing rating s for varia-
tions of TECH.
(1) All the problems deal with mating situations , and thus directly measure

only one dimension of a player ’s tactical a’~il ity. For rating human
players this is not so serious a restriction , since a tournament player
might be expected to develop strategic , positional and tactical abilities in
parallel , without undue emphasis in any particula r area. TECH , however,
is a basically tactical program , and is correspondingly weaker in strategic
and positional areas than human players of its tactical ability.

(2) Of the 43 subjects in the experiment , only six are in TECH’s class , and
only two are rated lower than TECH. This suggests that the data might
not be sufficient in this region. This effect is counteracted by the para-
graph above, which indicates that TECH’s “ mate-rating” is translated
upward.

(3) In the event that a subject did not finish the problem within ten minutes ,
his time was taken to be ten minutes for that problem. As floss admits,
this imparts a bias to the data. The effect of this bias would be to pro-
duce a somewhat lower estimated rating for the player to be rated. This
objection holds for human players as well as programs , of course.

3.3.13. TECH’s performance on the Bloss test
The problems were given to TECH in spite of these difficulties because

( 1) they do provide a direct measure of one dimension of TECH’s perfor-
mance , (2) they provide an opportunity to estimate the shape of the technol-
ogy curve for this dimension , and (3) the experiment is inexpensive. The
results are shown in Table 3.3.

The ratings are computed from equation 3.3. 1 with the appropriate con-
stants a and b for each problem. In the absence of a better estimate , this for-
mula is also used when TECH’s solution time was over ten minutes , since a
rating based on an artificial cutoff would be unrealistically high. TECH’s mean
rating on the problems is 1520 (Class C).

One interesting trend is that TECH is considerably worse (relative to the
human subjects) at solving mates in 3 and 4 than at mates in 2. This is
undoubtedly due to the much bushier search tree used by TECH. Dc Groot
and others have shown that human players inspect very few moves in each
position, and often only one. Consequently the exponential growth of the tree
with increasing depth affects TECH more strongly than a human.

These da ta were used to compute the technology curve of Figure 3.5
according to the formula

R (f ) — .jL~~a, (f.vi ) b (3.3.2)



0
~~~__ _ 00

N
________ 00

‘-4

_ _ _  
9
1-4 ‘4

• 04)
U0 •
.0

r4 S
‘40
S

‘4 ‘4

I

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~
-,—-

~~~~
----.

~~~
-—

~~ 
• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~ -~~~~~



F.- .. — - - —•--

~

--. ,.

~~

-.—•.--,—.--- -- -

~~ 

- ----.- .. - - -  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~

. —~~A

0
-

• NO’ I

+ +
. 0S 5 . 5 .

* ~~~• 0 0
~4 El El

I—.
’ 54

Li.0

0
•

I

I

• 1 I I I I

— . •  
• • •



~ 
~~— •--~

- 2 7 -

Moves Depth TECH’s
Problem to mate (ply) time Rating

20 2 4 48” 1627
25 2 4 19? 1464
30 2 4 90” 1628
35 2 4 29” 1910
40 2 4 23” 1844
45 2 4 44” 1748
50 2 4 74” 1711
55 2 4 44” 1777
62 3 6 745” 1172
65 3 6 319” 1402
70 4 8 25200”t 930t
75 3 6 580” 1414
80 3 6 2964” 1267
85 3 6 1279” 1395

tEstimated time for completion is 7 hours based on
growth rates for this problem.

Table 3.3: TECH’s performance on the Bloss data

where a, and b, are the coefficients computed by Bloss, r , is TECH’s time on
problem 1, and f  is the technology factor. For example , if the speed of the
equipment were improved by a factor of two, the effec t would be to halve
TECH’s time on each problem.

This technology curve indica tes that to improve by one LJSCF rating class
on this dimension of performance, TECH would need to be improved by a
technology factor of about 0.3, i.e. to run about 3-4 times as fast. On the aver-
age this is slightly less than the increase in speed needed to search one ply
deeper. (A factor of 25 for 2 ply implies an average of a factor of 5 for 1 ply -

see §2) . The results from the tournament among TECH variations (~3.2.3 .2)
suggested that less than a factor of 2 increase in speed would be sufficient for
i mproving by one USCF rating class. The difference in results is due to the
difference in the measure . Both effects may be correct , which would indicate
that a larger increment in speed is necessary to improve by one class from
1520, TECH’s score on the floss test , than to improve by one class from 1243,
TECH’s USCF rating.

1
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4. Comparison of TECH’s tree searching with theoretical results
Searching trees of possible alternatives is a task common to a wide range of programs.

The performance level of these programs may depend largely on how much of the (typically
very large) t ree is searched, so that the efficiency of the tree .searching algorithm is of critical
importance. Since TECH spends about 85% of its time during a tournament game in a straight-
forward tree search , any improvement in the search strategy can have a sizable effect on the
speed of the program. This section investigates the theoretical efficiency of TECH’s tree
searching algorithm, a minimax search with alpha-beta pruning.

The analysis and estimates presented in thi s section are appL ic.~ble not only to chess trees,
but to any trees explored in adversary games of perfect information. TECH’s trees are corn-
pared against the best possible , worst possible , and average performance of a probabi listic
model. The precise derivation of the average performance of the model appears in [Fuller ,
Gaschnig and Gillogly, 19731, and the results are summarized here.

More detailed descriptions of the minimax and alpha-beta algorithms may be found in
(Fuller et al. 19731. (Slagle 19711, or (Knuth and Moore 19751. Searching trees of possible
alternat ives is a task common to a wide range of programs. The efficiency with which these
trees can be searched is of critical importance to such programs , since the trees are typically
very large.

4.1. The minimax algor ithm
A game tree is initialized with the start ing position in the game (or the current posi-

tion) as the root node. The legal moves are computed and the positions resulting from
those moves become the next level of the tree , or the first ply - This process is continued
until a terminal position is reached. Ideally the terminal position should be a pOSItIO fl
where the game is over , so the winner can be determined , but for complex games like
chess it is impractical to carry each branch to its conclusion. Shannon (19501 estimates
that there are 10~~ legal chess games; go probably has about 361! or 10’~ legal games.
Since an exhaustive search is out of the question , it is usual to stop at a position which
can be evaluated fairly easily.

The evaluation function for terminal positions is chosen so that high values
represent a gain for the first player (“Max ”) and low values are favorable to the second
player (“Mini . In Fig. 4.1 the values for each of the terminal positions of a hypothetical
game tree are shown. At the bottom level of any branch the player to move selects the
move most favorable to him; that is, Max finds the move with the maximal value , or Mm
looks for the move with minimal value. Since the players are expected to choose the best
move at each level , and since the best move is assumed to have the highest value accord-
ing to the terminal evaluation function , the value of the position directly above the the
terminal positions corresponds to the value of the best move found. This process is con-
t inued, alternately minimizing and maximizing, until the values have been ‘backed up’ to
the top level and the best move (according to the evaluation function) has been found.

The growt h rate of the minimax algorithm is exponential: if there are B branches at
each level , then a minimax search to depth D ply would yield BD terminal positions. For
chess a typical value for the number of legal moves in a middle-game position is 35.
Using the minimax algorithm a program would have to evaluate 1,S00,o25 positions in
order to complete a search to depth 4 ply. If the program were playing under tournament
conditions, where a typical time constraint is that 40 moves must be made within two
hours, this would mean spending a total of about 220 microseconds per position , including
the tree-searching overhead to reach each position. Clearly a minimax search to 5 ply
would be out of the reach of general purpose computers using current technology .
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4.2. Depth-first search and the alpha-beta alg ori thm
For very large trees it ‘s impract ical to keep the entir e  tree in memory . Normall y it

is searched depth-first; that is. a sequence of moses is explor ed until  the bottom of the
tree is reached , whereupon the program backs up and considers the next closest position.
For example , a depth-firs t search of the tree ot Fig. 4. 1 would first expand the legal
moves in position P. then P 1. the n P 11. Having reached the bottom of the tre e, it ~ould
evaluate P 111 and P~~, back up the min imum value to P 1 k ,  then move over and expand
P~ . After finishing the sub-branches of position P~ it would move on to P~, exp anding
and evaluating in the same way. Using this method of organizing the tree search the
space required to store the tree grows un iv linearl y with the depth ot search.

The alpha-beta algorithm is a modifi cation to the min imax search that identit ies
branches that can be ignored t” prun ed~ without  a ffecting the final backed-up value or the
move chosen. For example , i n Fig. 4 . 1 , after investigation of P~ and its suhtrees , P.1 is
evaluated and found to be 7 Since it is M m ’ s turn  to play at P~, the value at P: must be
less than t~r equal to 7 . But since Max will choose among P 1. P~ and P 1. .ind since P 1 has
already been found to be 8, P~ will not be chosen , and any further  se.irch of its subtrees
will be wasted effort . Thus P.. and P.~ are pruned with their subtrees ; th is is called an
alpha prune. ” Similarl y , after P~ has been ev aluated,  the searc h continue s to P1..

Evalu ation of P 3.~ shows that the final value of P1. must be gr eater than or equal to 12;
but since P 31 has been found to be 10, Mm will not choose the P~, branch. Thus Pt . ,
and P~~ are pruned ; these prunes at odd depths are called ‘beta prunes.” Fi g. 4 . 2 sho~ s
the tree of Fig. 4 .1 with the pruned branches removed. Note that ~nlv i i  terminal posi-
tions are eva luated instead of the lb evaluated using the min imax algor ithm alone. A
mathematica l definition of alpha-beta prun ing ma~ be f~’und in tFu ller . Gaschnig and Gil-
logly. 19731 and an algorithmic definition in (Kn uth and Moore 1’I’~ 1

In the worst case alph a-beta pruning is ineffective no prunes occur and all ~~ of the
minimax branches must be explored (again assuming fixed depth D and fixed branch ing
factor B~. The best case occurs when the branches are perfectl y ordered w i t h the best
invest igated first each time. Fig. 4 .3 shows the tree of Fig. 4.1 again , this t i me ordered so
that the best move appears first at each l~ve(. in this case S terminal positions are
evaluated instead of the lb for minim ax and 11 for a sub -optimally ordered alpha-beta
search. it has been shown that in general tor fis.ed depth L) and fixed branching factor B
the number of bottom positions t~N BP ) in a ç’er fecth ordered search is

o+i tb— i

— B + B for D odd ,
p

~V6P~~ — 28 — I t~ r 0 even.

Although the growt h rate is still exp onentia l for the tree sear ching usin g alpha-beta
and per fect ordering, the exponent has been ha lved. ~ t’ course. 1t we knew ho~ to order
the nodes at each level perfectly there would be no need for a search ; this is a lower
bound on the number of bottom posit ions that must be evaluated

4.3. A model of t ree-searching with alpha-beta
There is such a disparity between the tree searches with best and worst possible ord-

ering that little help is given to the game programmet look ing for search p lanning factors .
For example , a tree with fixed depth 4 ply and fixed branching factor 3* could have as
many as 2 ,085.136 bottom positions if ordered in the worst possible way , or as few as
144~ bottom positions if ordered perfectly. It is clear , though , that one can always do
better (on the average ’!1 than worst possible ordering: simply randonu:e the order of the
moves at each level. This approach yields a more practical expected worst case than the
mininu x algorithm for planning purposes. The actual performance of a game-play ing pro-
gram could then be compared to see whether it comes closer to perfect or to random
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ordering.
Three assumptions will be made in the randomly ordered game tree model: (1) the

depth D and the branching factor B are fixed; (2) the values of the B° bottom positions
of the completely enumerated tree are independent , identically distributed random vari-
ables; and (3) that the values of the bottom positions are drawn from a continuous distri-
bution. Note that the actual values of the bottom positions are not important to the
alpha-beta algorithm: only their relative values. No attempt is made to model
modifications to the basic alpha-beta search, such as fixed ordering, dynamic ordering, or
the use of aspiration levels. This model should be viewed as an upper bound in the sense
that any program can perform this well if the moves are no worse than randomly ordered.

This model was carefully analyzed in IFuller , Gaschnig, and Gillogiy 1973J. For
D — 2  we found that the expected number of bottom positions (NBP) is

E(NBPa21~~~~~~~
B +Z -

~~~~~~
— B

~~~~(*.
B )_ 1  (4.1)

i—i I

where $ is defined in terms of the r function ,
r (x) r (y )
r (x+y )

Although an exact formula for the expected number of bottom positions was
obtained for arbitrary depth , it was too complex to evaluate for any but the smallest trees.
For depth 2 and depth 3 the expected NBP can be computed exactly, but for depth 4 or
more roundoff error and the complexity of the formula make it impractical to compute.
A Monte Carlo simulation was written for this model in SAIL, assigning random values or
permutations to the bottom positions in a tree, backing up the result using alpha-beta , and
collecting statistics on the size of the search. Tree sizes and standard deviations are
shown in Fig. 4.4 for NBP< 10000 and depth<9 ply.

4.4 Applicability of the model to chess
Several assumptions were made to simplify the analysis of the model which do not

conform to the properties of game trees in general. First , the model assumes a fixed
branching factor and fixed depth. Many game playing programs (though not all) use
searches of variable depth and breadth. Second, the values of the bottom positions have
been assumed to be independent; in practice there are strong clustering effects. For
example, in a chess program with an evaluation function that depends strongly on
material , a subtree whose parent move is a queen capture will have more bottom positions
in the range corresponding to the loss (or win) of a queen than wil l subtrees whose parent
move is a non-capture. The final assumption is that the probability that two bottom posi-
tions in the tree will have the same value is zero (continuity assumption) . In practice ,
game programs select the value of the terminal position from a finite (and sometimes
small) set of values.

In this section we investigate the effects of the continuity and independence assump-
tions. The assumptions of fixed depth and breadth are not unreasonable for a program
like TECH, at least in fairly stable positions.

In order to assess the expected .~ffect of the continuity constraint , we relax it in the
model so that the values for the evaluation function are chosen from R equally likely dis-
tinci values. If R — I we have in effect perfect ordering, since equal values will produce a
cutoff. As R approaches infinity the expected number of bottom positions approaches the
value in the model, since the probabilit y that two values are equal shrinks to zero. The
variation in the number of bottom positions with R is shown in Fig. 4 .5. For small values
of R (e.g. R< S) the modified model approaches perfect ordering rather rapidly with
increasing branching factor (B) . As R increases to reasonable values for a chess program
like TECH. e.g. R—2 0 , the number of bottom positions stays close to the number
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predicted by the model with a continuous evaluation function.
To investigate the independence assumption TECH was modified to use a fixed

depth and branching factor. An optional mobility term was added to the evaluation func-
tion to boost the number of distinct values (R in the preceding paragraph ) to a value high
enough to approach the Continuous case. It should be noted that most chess programs
have more complex evaluation functions than TECH , so that the model would be even
more applicable to them. In this way each of the assumptions except for the indepen-
dence within subtrees can be controlled.

In order to ensure a reasonable mix of opening, middle and endgame positions a
complete game was analyzed , consisting of 80 posItions (Spassky-Fischer , Reykjavik 1972,
game 21). Each of these positions was analyzed by the modified TECH programs for D
— 2, 3, and 4 over the effective range of branching factors . Fig. 4.6 shows the simula-
tion results for the model for these values of B and D; plotted with them are the number
of bottom positions using TECH’s normal evaluation function (0’s). At a typica l point
(<B ,D> — <10 ,3>), the observed range (R) of distinct bottom position values in the
trees varied between 1 and 9, with median 5. This agrees well with Fig. 4.5. To eliminate
the effect due to lack of continuity in the evaluation function , the positions were re-run
with the program modified so that a value which would result in a prune by equality was
randomly perturbed up or down. This simulated an evaluation function that assigns
unique values to all of the bottom positions. The perturbations changed the value of the
position by at most 2 points, since there are at most 2 aiphas or 2 betas being kept at any
time in a depth 4 tree. Since 2 points is small compared to the value of a pawn (100
points), the tie-breaking procedure does not significantly affect the correlation among
positions in a subtree. The systematic discrepancy between these points ( ‘ s in Fig. 4.o)
and the curve from the model must therefore be due to the assumption of independence.

The experiment was repeated using the optional mobility evaluation function (Fig.
4.7) . The range (R) is much higher with this evaluation function. At the point
<B ,D > — < 10 ,3> the range varied between 12 and 82 , with median 43. Since the
tiebroken points are only slightly higher , the range must be high enough to be close 10
continuous. The tiebroken points lie almost on the line from the simulation model , indi-
cating that the independence assumption is more nearly correct for this model. I.e., the
inclus ion of mobili ty in the evaluation function decreased the correlation with in sub- , ~s
enough to make the effect negligible.

• Comparison of these graphs indicates two ways in which the evaluation tuncti on
affects the number of bottom positions evaluated: ( 1) as the range of the evaluation func-
tion increases, the number of bottom positions increases; (2) as the correlation among
values in the same subtree increases, the number of bottom positions decreases.

4.5. EvaluatIon of TECH ’s tree prunin g
It is very importan t to discover whether TECH’s searches are closer to perfect order-

ing or to random ordering, since at reasonable depths (4.5 pl y) the randomly-ordered
searches are severa l orders of magnitude larger than perfectly-ordered ones. If the order-
ing is nearly perfect already, additional time spent trying to achieve a better ordering
would be wasted , since the number of positions considered could not change very much.
If the ordering is closer to random , then we can afford more heuristics to reduce the
search by improving the ordering.

Six positions were chosen from the 1966 Piatigorsk y Cup chess tournament Led.
Kashda n 1968). These positions are shown in Fig. 4.8 and represent the opening, mid-
dle, and endgame. Each position was searched to depth S (plus quiescence) by a TECH
version including the capture sort and killer heur i st i c , but not including the aspiration
level or iterative deepening, neither of which is treated by the model. The number of
branches and move generations were collected at each level in the tree. The number of
bottom positions is not as well-defined in a TECH search as in the model , however , since
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some positions which might have been bottom positions are pruned by the quiescence
search, while the leaf nodes of the quiescence search i tself might be considered bottom

• positions. This problem is circumvented by observing that the nodes at each level in the
tree are iid random variables (according to the model) so the number of move genera-
tions at any level in the tree less than the maximum depth may be compared with the
expected number of bottom positions in a complete search to that depth using the model.

The number of move generations and branches at each depth for each position are
shown in Table 4.1. The average branching factor at each level is computed , rounding to
the nearest integer. From the branching factor and the depth are computed the expected
number of move generations assuming perfect ordering, random ordering, and minimax
(i.e. no pruning) . This is an approximation , since the model assumes a fixed branching
factor and the effect of drawing branching factors from another distribution was not inves-
tigated . The numbers for random ordering, depth 2, were computed from the exact for-
mula (4.1). For depths 3 and 4 simulations were run to determine the approximate
expected number of move generations.

Siagle and Dixon 119691 define the depth ratio as a measure of the efficiency of an
algorithm relative to the minimax search (worst case):

I ogN8P~DR ~ — logNBP~~
where NBPMM is the expected number of bottom positions examined in a minimax search
and NBPr is the expected number of bottom positions examined by algorithm .t Fuller ,
Gaschnig and Gillogly 119731 suggest as an alternative the depth ratio with respect to the
expected number of bottom positions in a randomly ordered search with alpha-beta, since
any program can achieve at least a random ordering. Both depth ratios are computed in
Table 4. 1, as is the depth ratio vs perfect orderi ng.

It is immediately apparent that TECH’s searches arc much closer to perfect ordering
than to random ordering. in three of the positions the search to depth 4 was less than
twice as great as a search with perfect ordering. In the worst case, pos~~on 5, TECH’s
search was only five times as great as perfect ordering, and 1/9 as great as random order-
ing. This clearly indicates that although some additional gain in time is possible by
improving the cutoffs within the tree, it will not be possible to gain as much as an order
of magnitude improvement by re-ordering.
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Position 1 Position 4
dept h 1 2 3 4 depth 1 2 3 4
move tens 26 102 1069 4253 move tens 25 49 691 1310
branches 77* 3064 35705 branches 451 1183 12609
be. factor 30 30 33 be. Factor II 24 II
perfect 59 929 2177 perfect 35 599 647
random 350 5680 86050 random 149 3290 12400
minimax 900 27000 1185921 minimas 324 13824 104976
depth ratio vs ab .790 .807 . 735 depth ratio vs ab . 778 .809 .762
depth ratio vs minimas .680 .6*4 .597 depth ratio vs minimax .673 .687 621
depth ratio vs best case 1.134 1.014 1.095 dept h ratio vs best case 1.095 1.024 1.109

Position 2 
— 

Position 5
dept h I 2 3 4 depth I 2 3 4

move gens 32 91 1237 4539 move tens 41 247 3131 11580
branches 1370 2867 49300 branches 1543 8233 105563
br. factor 43 32 40 br . factor 38 33 34
perfect 85 1055 3199 perfect 75 1121 2311
random 643 6600 158000 random 521 7170 95500
minimax 1849 32768 2560000 minimax 1444 35937 1336336
depth ratio vs ab .69* .810 . 703 depth ratio vs ab .881 .907 .816
depth ratio vs minimax .600 .6*5 .571 depth ratio vs minimax .757 . 767 66.3
depth ratio vs best case 1.015 1.023 1.043 dept h ratio v~ best case 1.276 1.146 1.208

Position 3 Position 6
depth I 2 3 4 depth 1 2 3 4
move gens 46 136 2501 7040 move gens 18 152 505 342*
branches 2085 6453 108577 branches 517 2250 11724
be. factor 45 47 43 br . factor 29 15 23
perfect 89 2255 3697 perfect 57 239 1057
random 694 17100 202000 random 330 1040 27000
min ,mas 2025 103*23 3418801 min,ma* 84) 3375 279841

dept h ratio vs ab .751 . 803 .725 depth ratio vs ib 866 8% . 798
depth ratio vs minimax .645 .677 .589 dept h rano vs minima s . 746 . 766 649
depth ratio vs best case 1.094 1.013 1.07* depth ratio vs best case 1.243 1.137 1.169

Table 4.1: Comparison of TECH’s searches with random and perfect alpha-beta
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5. Comparison with expert human performance
If possible the performance of a program that operates in areas of human proficiency

should be compared against human performance. The preceding section demonstrates pro-
cedures for such measurement if an a priori measurement scale exists (in this case, the USCF
rating system). In this section a direct comparison is made between moves made by human
chess players and moves made from the same positions by TECH. This procedure is similar to
the method of protocol analysis , used successfully in investigations of OPS [Ernst and Newell
1969J and the task of crypt arithmetic [Newell 19671, where protocols were used to establish the
similarity of the detailed problem-solving behavior of the programs and human subjects. This
application differs in that only the macroscopic behavior is being compared -- no detailed simi-
larity in problem-solving methods is expected or tested for.

This comparison is undertaken to establish the limits of possible improvement , to isolate
glaring deficiencies , and to work toward an overall measu re of performance for chess programs.
In his work with checkers, Samuel (19671 compared the play of his program against that of
master human players using similar methods. In this section the Samuel Coefficient ” is corn-
puted for TECH’s moves and compared against Samuel’s results. Some deficiencies of this
measure are noted and improvements are presented.

5.1. Master positions used for analysis
Two sets of positions and moves from master chess games were used.

5.1.1. SpasskyfFischer games
The primary set of data consists of the twenty games of the 1972 World Cham-

pionship match between Boris Spassky and Robert J. Fischer. The positions from
these games are eminently suitable for analysis because ( 1) a World Championship
game should (in general ) exemplify the highest caliber of play available: (2) several
books analyzing the games are available; and (3) the choice of complete games
ensures a proper mix of tactical and strategic moves, as weU as the correct distribu-
tion of moves from the different phases of the game.

It has been suggested by Simon [1976b1 that the results of the experiments
might be different if Master games were chosen instead of World Championship
games, since world champions “not infrequently make moves that seem most
surprising even to strong players until they have done a lot of analysis.” I feel ,
though , that if the play is better in a World Championship match , the measure is
more convincing, since it is being compared to the best play available. TECH could
be compared against the play of a Class C player and might look considerably better ,
but the measure would not be a good one for a Class A program.

AU moves in these games were used except the forced moves (i.e. the only
legal move in the position) and those for which TECH had a “ book” move. The
mean mobility (numbe r of legal moves) in these 1751 positions was 30.74. The dis-
tribution of these positions by phase of the game (measured by material of the
player who is ahead) is shown in Fig. 5.1.

5 1.2 New York positions
A set of positions from the 1924 International Tournament held in New York

was analyzed in less detail as corroborative evidence. This set was used because it
had been previously used as a test for chess programs [Marsland 19731. The posi-
tions consist of sequences of moves from the middle game ranging in length from
14 to 56 moves. The mean mobility in these positions is 37.45 , and the distribution
with phase is shown in Fig. 5.1. Less analysis was done on these positions because I
feel they are not representative enough of the complete range of chess positions.
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Marsland suggested two methods for comparing the performance of chess pro-
grams. The first suggestion was to implement both programs on the same computer ,
then apportion the time accordingly. This is to avoid confounding computer speed
with the program ’s inherent efficiency . The second suggestion was to test both pro-
grams on a sample set of positions from master chess games , and to discover where
the program rates the masters’ moves. The programs could then be compared by
the distribution of their master-move ratings . This method could be used to com-
pare programs which cannot play each other for logistical reasons. The main
difficulty with this method is that insufficient emphasis is placed on a losing move: in
an actual game a losing move (as opposed to a sub-optimal move) will lose the
game, no matter how well the program performs on the rest of the positions. Wit h
this measure a losing move simply drops the distribution slightly, and a brilliant but
uneven program could outpe rform a more conventional but more uniformly
developed one.

5.2 Design of the master comparison experiments
This set of experiments was designed to yield at least the information necessary to

compare TECH’s results with those of Samuel (19671 and Marsland [19731. Some addi-
tional information was gathered to assess the sensit ivity of the resu lting measures to the
depth of tactical search.

5.2.1. Depth determination
For each of the 1751 Spassky/Fischer positions and the 861 New York posi-

tions TECH was allowed up to 150 seconds to choose a move. This t ime aflotmen
corresponds to a typical chess tournament time allowance. The maximum depth of
search reached in this time for each position was used in the subsequent anal~ “is of
that position. The uppe r curve in Figure 5.2 shows the mean search depth ti n pl~~
attained by TECH on the Spassky/Fischer games under these conditions plotted
against the move number of the position. The mean depth dropped from about 4 .~
ply in the opening to 4 ply in the middle game (moves 15-25) , then rose to mote
than 6 ply in the endgame. In order to determine sensitivit y to the depth of search .
the firs t 10 Spassky/Fischer games were analyzed with a maximum allowed time of
20 seconds. A comparison of the lower curve with the uppe r in Fig 5.2 shows that
the depth of search for the 20 sec case is slightly more than one ply shallower than
the 150 sec runs. This is consistent with the observation of §2 that search time is
increased by about a factor of 25 for two additional plies of search depth. One ply
would require an average of a factor of 5 (assuming odd and even depths balance) .
so that a search one ply shallower than the 150 sec search could be expected to take
30 sec. Since the 20 sec search is slightly more than one ply shallower , the numbe rs
are in the right ballpark.

5.2.2. Ranking the master’s move
In order to obtain statistics comparable to those of Samuel and Marsland. it is

necessary to determine the ranking given by the program to the move actua lly made
by the master. A normal search using alpha-beta pruning would yield only the value
of the move considered best by the program , and no information on the relative
rankings of inferior moves. Hence the search algorithm must be modified to pro-
vide the desired information. This is the reason for the preliminary search depth
determination described above: determination of the rank of a particular move
requires more time than simply choosing the move considered best , so tha t ter-
minating the search based on the CPU time elapsed would not bear any relation to
tournament conditions .

The least expensive method of obtaining the master’s ranking in the
S 
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framework of TECH is to do a preliminary search to determine the value M of the
master’s move, then a subsequent search on each remaining move using M —  (for
• smaller than the minimum granularity of the tactical evaluation function ) as the
aspiration level for moves rated pos itiona lly better than the master ’s move, and
using M as the aspiration level for positiona lly inferior moves. Then the moves
which are not pruned by alpha-beta will be those moves which would have been
rated higher than the master ’s move. To simplify the implementation, alpha-beta
was turned off at the top level and the returned value saved for each move, resulting
in rather more computation.

The only other variable needed to compute Samuel’s coefficient is the number
of legal moves in the position . This was also collected , as well as the total time
required for analysis of each position. The total number of moves rated tacticall y
equal to the move chosen by TECH was also collected. This variable is used to
determine positions where TECH feels the master ’s move either loses material or
fails to win material. It is also used in a lower bound model of the performance of
the positional evaluation module.

5.3. Results of the master comparison experiment
The cumulative distribution of the ranks of the masters ’ moves is shown in Fig. 5.3.

TECH chose the same move as the master about 1/3 of the time; the master ’s move was
in the top 6 of TECH’s choices about 75% of the t ime There was a slight difference
between TECH’s overall performance on the Spassky/Fischer data set and on the NY
1924 data set due to the different distribution of positions with respect to phase of the
game. The distribution for the shallowe r run (20 sec/move) is sl ight ly below the other
runs.

5.3.1. Samuel’s coefficient
The measure used by Samuel (19671 to evaluate relative performance of his

checkers programs is an attempt to capture in one number the data in the distribu-
tion of masters’ moves. The coefficient is defined by

L-H
L+H

where L is the total number of moves rated worse than the masters ’ moves. and H
is the number rated better. Clearly C is in the range [-1. 11, and higher values of C
correspond to higher rankings of the masters’ moves.

5.3.1 1. An Interpretat Ion of Samuel’s coefficient
Although Samuel’s coefficient may be used merely as a relative ranking

between programs (as Samuel used it ) , more insight can he obtained by con-
sidering a simple model of the decision process in games like checkers and
chess.

We assume that at every point in a game there is a constant number NI
of legal moves available , and that a player will choose one of a subset of
N ç M of these moves with equal probab ility —~~~~. A better player will choose
among a smaller subset of moves than a worse player , since he can immedi-
ately eliminate mote subtly bad moves. In practice , of course, the wo rse
player will sometimes eliminate the best move on specious grounds. This
effect is ignored in the model.

The Samuel coefficient may now be computed for thi s model. Let R , be
the rank assigned to the best move in the r-th position of the set of n prob-
lems. Then

I
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— M— R ,, and

H, - R,— 1

Samuel’s coefficient is then

ZL, - E’j,
C —  a-’ i 1

ZL, + ~~~~~H,

— 

~~(L,— H,)

n M + n — 2 E R ,

nM — iv

Since the R, are uniformly distribut ed between I and N , we have

nM + iv — 2

C- .  
‘-‘ I

— i v

N-i
Al-I

We now have an interpretation of the Samuel coefficient. If the legal
mobi lity is a constant M and a player ’s coefficient is C, then his play is
equivalent to that of a player who chooses randomly among N moves, where

N —  ( 1— C ) ( M — 1 ) + I  (5. 1)

That is to say, his decision process is equivalent to narrowing the field of
moves from M to N choices.

5.3.L2, An example using checkers
Samuel 119671 used the coefficient C to demonstrate the difference in

superficial abilities of his two basic program designs; that is . each program
rated the moves in each of his test positions without  doing any look.ahead , and
from these orderings the coefficient s were computed. The signature table case
achieved a coefficient of 0.48 , while the polynomial program attained only 0. 26.
Using Samuel’s assumption of M — 6  (he asserts that it would be 8 without

• forced captures) , the signature table method yields a gain comparable to reduc-
ing the search to a choice among 3.60 moves , a 40% reduction , while the poly-
nomial search is comparable to a choice among 4.65 moves , a 22% reduction.
For the signature table case this means that without a lookahead the progra m
would place the master’s move first or second somewhat over half the lime ,
which agrees with Samuel’s figure of 64.

Somewhat more informative (and much more exp ensive ’l would have
been a compariso n of the coefficients of the programs ap~’r the lnok-ahead
search. The ordering given by a primarily positional evaluation function may

1
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be totally obliterated by the depth search in a primarily tactical position. En the
case of Samuel’s polynomial-learning and signature table programs , apparen tly
the excellence of the search procedure dominated the effect of the quite
different superficial evaluation functions (neither of which achieved spectacular
effective reductions), resulting in programs of about the same over-the-board
playing ability.

5.3.1,3. Samuel coefficients for TECH
To facilitate comparison with Samuel’s results , the Fischer/Spassky

games were re-run without lookahead, so that only the positional pre-sort was
operative. This resulted in C—0.265 overall , which according to the interpreta-
tion in 5.3.1.1 corresponds to an elimination of (on the average) 8 of the 31
legal moves, or a 26% reduction of the move set. This reduction is of the
same magnitude as that of Samuel’s polynomial-learning program, and less
than that of his signature table program.

For the more interesting case of analysis with loo kahead, TECH’s Samuel
coefficient was 0.737 for the 150 sec search over all twenty games of the
Spassky/ Fischer set, corresponding to a 71% reduction in the search, using the
average mobility M— ’30.74 for this set. With the maximum search time of 20
Sec C dropped slightly to 0.715 on the first 10 games, or a 69% search reduc-
tion (for M— 3 1.l0) . On these games the 150 sec search resulted in C—0.738 ,
essentially the same as for the complete set. The overall coefficient on the NY
1924 positions (150 sec) was C 0.769 (a 75% search reduction , based on
M—37.45 for this set) , very similar to the coefficient for the Spassky/Fischer
positions.

The difference between TECH’s performance with 150 sec search times
on the Spassky/Fischer set and the New York 1924 data set is due to the
difference in character of the positions. Figure 5.1 shows the distribution of
the two sets with respect to the phase of the game; the first bar shows the
number of positions in the opening phase (defined for TECH’s purposes as the
first 8 moves for each side) and succeeding bars show the number of positions
having the amount of material shown, in increments of one rook (500 points).
The NY 1924 set is primarily composed of middle game positions, with none
from the opening and few from the endgame. The Samuel coefficient C was
computed for each phase, and the result , shown in Fig. 5.4 , indicates that C is
about the same in each phase for the two sets.

Fig. 5.4 indicates that TECH is relatively somewhat better in the middle
game than in the opening, and is much worse in the endgame.

5,3.14. CalibratIng the Samuel coefficients
- 

- 

If a number of human masters were to rank the moves made by Spassky
and Fischer , what would be their aggregate Samuel coefficient? Certainly it
would be less than 1, since in many positions no objective choice may be made
among several moves. The average number of objectively indistinguishable
moves in middle game positions iS unlikely to be more than 5, and is probably
closer to 2. Do Groot (19651 anal yzed one of his tournament games and found
that the average number of good moves per position was no more than two;
the maximum in that game was 5. In Fig. 5.5 is plotted the Samuel coefficient
against mobility for several values of the number of objectively indistinguish-
able moves (from eq. 5.1 , ~5.3 1.I) It is seen that for mohil ities in the range
of the middle game (mobility greater than 30) the Samuel coefficient is higher
than 085 for all reasonable estimates o1 discriminat ion equivalent to that of a
master.

L - 
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The data in an extensive collection of master games accumulated by
Arthur M. Stevens (19691 can be utilized to give a lit t le more insight in the
opening. The book is a tabulation of the openings of nearly 57000 games, giv-
ing the number of times each move was chosen and the winning percentage.
The former statistic is sufficient to determine the Samuel coefficient of the
players of those games with respect to the Spassky/Fischer games , it one
regards the relative frequency as representative of the aggregate ranking by
masters of those moves. This assumption ignores the group learning factor in
opening theory: lines recently discovered to be had would have a higher fre-
quency in past games than in modern ones.

• The rank of the master ’s move is deduced by checking the frequency of
that and other moves made from the position. This rank is used with the
mobility of the po.sition to compute the Samuel coefficient directly. The
overall coefficient derived in this way from Stevens ’ data was 0.970 for the
positions considered both by TECH (eliminating forced moves and posuions ~TECH’s book) and by the masters in the Blue Book. TECH’s coefficient on

• the same positions with iSO sec/move was 0.732 , as opposed to 0.740 over all
openings . Using a mobility figure of 25 for these positions , th e masters ’ rank
corresponds to a value of N — i . S  based on figure 5.5. That is , the masters nor-
mally considered only one or two moves in a position. This agrees with Dc
Groot ’s findings.

5.3.1.5. Relevance of Samuel Coefficient
Some discussion of the appropriateness of this measure is in order , con-

sidering the m~ or differences between checkers and chess. For one thing,
chess has a considerably larger branching füctor than checkers , and a relativel y
smaller numbe r of good moves in each posit ion. Fur ther , the balance between
positional or strategic goals and material goals is considerably different in the
two games.

The discussion in §5,3. 1. 1 indicates that the coefficient can be interpreted
in a meaningfu l way as a search reduct ion. The differences in branching factor
and number of good moves will change the range and variability of the meas-
ure from that of’ checkers , hut the interpretation remains the same.

More difficult is the question of whether the coefficient provides an
overall measure of goodness of play, or whether it is biased toward positional
or tactical moves. If , for example , nearly all (e.g. 80%) of ’ chess positions were
primaril y tactical , variations in positiona l or strategic ability would be
effectively washed out in comparison. It is therefore of interest to determine
whether the positions in the Spassky/Fischer games are well balanced between
tactical and positional situations.

A plausible approach to this problem is shown in Fig. 5~~. The moves in
any position can be divided into classes based on TECH’s estimate of the
material value of each move, in the first group (call it MB , for materiall y
best) are all moves which win the maximum amount of material , l ose the least
possible , or retain the status quo. The size of the MB group is an estimate of
how tactical the position is. For example, if material is to be ~ on or protected
on this move , there are at most a few moves which will do it. If , on the other
hand , the position is rather stable , there will be a number of moves which all
result in retain ing the status quo, materiall y. The sizes of the MRs for the
Spassky/Fischer games were computed and the distribu ti on plotted in 1”ig. 5.t~.

In nearly 2t~~ of the positions there is only one move in the MB group ,
indicating that the position is totall y tactical. The MB groups consisting of
three or less moves comprised about 1/3 of the tot al. After this init ial  group

_________ ~~~• 
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of very tactical moves the MB sizes are rather uniformly divided , and about
half of the positions have an MB size larger than 8. No attempt will be made
to establish a firm cutoff between tactical and non-tactical positions , since they
are fuzzy concepts (in Zadeh’s sense) , but it seems reasonable that positions
with an MB larger than about 8 or 10 could be considered non-tactical. In any
case, it seems evident that the positions are rather well distributed between
tactical and non-tactical.

5.3,1. Indirect comparison with other chess programs
Marsland suggests (1973) that programs may be compared indirectly by consid

• ering their relative performance on common games if more direct competition is
impractical . The same method can be used to check improvement in a single pro-
gram, There are clearly strong disadvantages to this kind of indirect test, since the

• chess-playing programs are being used in a manner other than in playing chess. For
example , one program may score higher than another on a master game comparison
test because of exceUent positional heuristics , but still be tactically inferior in ways
that would ensure the loss of a game. These deficiencies might show up in only two
or three positions in a game, but any one serious tactical blunder would be enough
to lose. However , such an indirect comparison would provide interesting data
points , particularly if the programs involved both were guaranteed to meet some
minimum level of tactical competence (say the equivalent of a depth 3 TECH
search). The problem is one of ensur ing that the program is penalized sufficiently
for its major inaccuracies. it should be noted that the indirect comparison of pro-
grams by comparing their USCF ratings does not suffer from this flaw , since the rat-
ings were obtained by playing complete games and reflect the consequences of
important blunders.

The comparison measure used by Marsland is the distribution of the ranks of
the masters’ moves according to the program ’s ordering. The game fragments
described in §5.1.2 above were analyzed by TECH for comparison with Marsland ’s• statistics (1973 and 19741 . TECH used a normal tournament time allowance, as dis-
cussed in §5.2 above. These were compared with results obtained by Marsland
(19741 using his program WITA at depth 1 with learned weights. The results ,
shown in Fig. 5.7, indicate that TECH predicts the masters’ moves better than
WITA, Marsland’s program. TECH’s primary advantage is apparently in assigning
more of the masters’ moves to the first rank , the higher ranks are about the same
for each program. This may indicate that TECH is correctly assessing more of the
strictly tactical moves, as one would expect from a deeper search.

5.3.3, Tactical difficulties
In a number of positions in the Spassky/Fischer games TECH regarded the

move made as tactically inferior to the one it selected. This represents another
upper limi t of a TECH-type program ’s ability to reproduce master play: any move
that loses material (or appears to lose material ) is eliminated from consideration ,
and no positional heuristics will be able to override this decision. It is therefore of
interest to consider these positions carefully, determining the major categories of
error.

Of the 175 1 moves used in this study TECH indicated that 203 of them ( 12%)
either lost or failed to win material. Analysis of these positions (using published
commentaries on the games whenever possible from (Evans and Smith 19731 (Gli-
goric 19721 (Reshevsky 19721 (Byrne 1972) and (Alexander 1972)) resulted in the
categorizations in Table 5.1.

In some cases this categorization is a matter of judgment , since (for example)
a move sacrificing a pawn to open up the enemy ’s king-side could be considered a .
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Category number
Insufficient depth 55
Strategic sacrifice 33
Positional sacrifice 27
K safety, ma te threats 22
Horizon effect 18
Bad piece values 17
Oversight by F or S S
Book dra w S
Attack quiescence 5
Perpetual check 2
Also correct 2
Zwischenzug 2
Errors 10

Table 5.1: TECH’s tactical problems in the Spassky/Fischer games

strategic sacrifice , a king safety Situation , or . if mate is imminent , a case of
insufficient depth. Many of the moves are from the same situation. In game 13, for
seven moves Black’s rook could have been taken by White ’s (good) bishop, so that
most of the positions categorized as ~bad piece values” were from this situation.

The most numerous category was that of “insufficient depth.” By this is mean t
that TECH would have been able to solve the problem with a somewhat deeper
search; additional knowledge such as a MATER-like (Baylor and Simon 1966)
routine might be more to the point, but a deeper TECH-type search would be ade—
quate.

The next largest category , strategic problems, are moves that a TECH-type
program would not be able to make because they involve a trade of material (or
offer of a trade) for less tangible goals, such as a strong attack or (he eventual win of
more material (for which an algorithm might be obvious but which would involve a
much deeper search than implied by “insufficient depthi . One interesting situation
that has been placed in this category is the position shown in Fig. 5.8. TECH sug-.
gests the interesting move R-B8 (not mentioned by any of the annotators ) , which
wins the King’s pawn. However. Berliner points out that after 1 R-88, 2.
R(3)-KB3 , QXQ, 3. RXQ, RXRCH , 4. RXR , NXP White will win by se~zing the
QB file and winning a Queen-side pawn, “after which it is all over.” (Berliner 1975)
Similar moves which are tactically successful but strategically faulty have been placed
in this category.

Positional sacrifices are moves that sacrifice material for an advantage that is
“well known” (in chess literature) to be meaningfu l but which does not lead to a
material return. The most common positional sacrifice is the gambit pawn traded for
rapid development. This principle is beyond the scope of a TECH-type program ,
except where specific opening lines are used to avoid well known dangerous gambits.

Sonic of the problems included in “king safety ’ are tracta ble in .s TECH-type
en vi ronment. TECH’s quiescence algorithm terminates a search when a king moves
away after being in check , eliminating sequences that may be as restricted as chains
of captures. An extension of TECH would be to continue the search through
sequences of checks and escapes from checks. indefinite sequences of checks can be
avoided with appropriate hashing methods using the hash table already in TECH. A
senous weakness (which showed up in only two cases here) is TECH’s inability to
deal with perpetual check situations. This extension would be able to catch many of
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Figure 5.8: Black to move
Game 17 , move 25 of the Spassky/Fischer match

these cases and assign the appropriate value (zero) to the terminal positions. The
other major king safety problems, material sacrifices designed to open up the
enemy’s king position for a speculative future attack, are beyond the scope of TECH
because of the necessity of balancing material gains against non-material ones.

A related quiescence problem encountered occasionally (shown in Table 5.1 as
“attack quiescence”) involves moving a piece away from attack, then declaring the
position quiescent because the last move was not a capture. The same problem
occws with forks, when one piece is moved away, making the position quiescent by
the definition used in TECH, but leaving the other piece en prise. Clearly this situa-
uon could be handled by methods similar to the check extension discussed above,
but it might not be cost-effective. This is an area for further investigation.

The horizon effect was responsible for a number of blunders, among which
were sacrificing a bishop to delay the inevitable capture of a queen , forcing an
exchange to delay the consequences of “winning” a pawn, and making anti-positional
attacking moves to delay the capture of a pawn. Two positions exhibited the “posi-
tive horizon effect” (shown in Table 5.1 as ‘zwischenzug”), where TECH made a
move to gain material in the short term, not realizing that the move made by the
master did not destroy the opportunity, but would gain the material on more favor-
able terms. As Berliner points out [19731 the horizon effect is a serious shortcoming
of the TECH-type program. Attempts have been made by the Northwestern group
and others to minimize the horizon effect , but without total success. It is probable
that this will be a problem for some time to come.

In several situations TECH ’s piece value structure was at fault. No distinction
is made between a “good bishop” and a “ bad bishop, ” or between pawns on the
second or seventh ranks. This problem may be alleviated to a considerable extent
by assigning individual values o each piece and pawn at the top level of the search,
using heuristics to determine the relative values of (say) a rook that controls an
open file , a bishop controlling important diagonals, and a passed pawn . This is still
an approxima t ion , of course, since the search would change the parameters on which
the values were based (e.g. by driving the rook away from its file) , but it would be
satisfactory for a large number of cases.

In five of the positions the lack of “book endings” was apparent. When playing
for a draw protecting material is not necessary if the resulting position is known to

____ ~~.- . ...~~~~-. ..
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be a draw (i.e. the algorithm for drawing is known). As Huberman has shown
[19681 it is feasible to encode knowledge of endgame algorithms in programs . But
while in TECH it would be quite reasonable to recognize such positions at the top
level , it might be too expensive to check deep in the tree to see if each position was
a representative of one of the known endgames ; in this the idea of working toward a
known draw (or won game) would be unattainabl e. Some experimentation should
be done to discover whether such a check could be made feasible.

Not all of the positions involved errors by TECH. In five of the 203 positions
TECH’s move correctly took advantage of a blunder by Spassky or Fischer; two of
TECH’s moves were equally good (although it didn ’t understand the masters ’ moves
for one reason or another); and errors were made in setting up ten of the positions .

These positions represent some of the limitations of TECH’s present tactical
ability; these problems should be considered when developing a program intended to
play respectable chess. I believe, though , that only the straightforward solutio n s
should be incorporated in the “standard TECH” in order to retain the simpli city of
structure necessary to make TECH implementable in a reasonable amount of time .
The purpose of this section is to understand the tactical inadequacies tha t this res-
triction entails.

5.4. Owerview of the master comparison experiments
Comparison of a program ’s play against that ot’ good human players can yield

insights in several dimensions. Firs t , it can hel p to establish the program ’s overall level
of skill if no more direct measure is possible. Second , a detailed examination of positions
where the program fails to understand the tactical issues (~5.3.3) can help to isolate
severe tactical and non-tactical problem areas. This process is largely automati c since
“failing to understand the issue? can be defined as claiming that the master’s move loses
or fails to gain materia l . Third , Samuel t 1%7 1 has demonstrated that comparison with
master games provides good feedback for learning weights for an evaluation function.
Marsland [1’~74! has done pre liminary experiments applying similar techn iques to chess.
Final ly , it can provide an indirect means of comparing different programs or different v er-
sions of the same program .

The main defect of this evaluat ion method is that it places too l it t le emphasis on the
program ’s errors. In a real chess game one or a few blunders will be sut~cient to lose the
game [see Simon 1976b 1. in this kind of comparison the blunder is noted and the pro-
cessing conunues as if that move had not been made. In this way a program with a few
serious defects could appear to be considerably better than it is. By choosing positions
from more specific areas (e.g. tactical , positional , strategic , endgame, opening) these
methods can be used to provide a general picture of development in each area. However ,
the problem of washing out infrequent but serious errors remains. What is needed are
analytical methods to he lp pinp oint more precisely the contributions and problem areas.
The next section investigates in more detail the tact ical mechanisms used in TECH using
the method of analysis of variance.

1
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6. Analysis of the tactical mechanisms in TECH
In previous sections methods were presented for evaluating the overall performance level

of a chess playing program. Just as important as determining the performance level is under-
standing how that performance was achieved. Discovering the overall USCF rating, or even the
relative performance of the program in different phases of the game, is important but tells little
about the reasons for that behavior. Some form of credit assignment is needed: now that we
know how the program behaves, how do we determine which heuristics deserve credit (or
blame) for the components of that behavior?

As before, the analysis is most conveniently divided into considerations of the tactical and
non-tactical behavior of TECH. In this section the contributions of the individual mechanisms
in the tactical tree search will be considered. Since the concept of TECH is a “brute force” pro-
gram that makes as much use as possible of the power of its host machine, it is most important
to understand which features tend to limit the needed search, and by how much. These results
can give guidance in the design of better search mechanisms and will help put the available
time vs performance level tradeoff in better perspective.

All the non-tactical behavior (mostly positional, but some of the end-game heuristics may
be considered primarily strategic) is controlled by the static evaluation of moves at the top level
of the tree prior to the search. Analysis of the utility and interactions of these mechanisms will
not be done here, but it is recognized that their contribution to the overall performance is quite
significant. Some approaches to determining the efficacy and interactions of these heuristics
will be discussed in the conclusions (*7).

6.1. Identification of tactical mechanisms
A number of mechanisms that affect the total search time can be identified. These

are:
• capture sort
• aspiration level
• killer heuristic
• “matei~ switch
• use of the opponent ’s time
• opening book
• iterative deepening
• detection of draw by repetition
• dealing with the “deferral problem”

• complete search to depth D
• quiescence search
• positional pie-sort

The reordering done by the positional pre-sort might have some consistent effect on
the extent of the search, e.g. by directing consideration first to more interesting parts of
the board. Complete search to a fixed depth and quiescence search over all captures are
central to the performance of TECH, and will be considered part of the basic program
here. Effects of increasing depth were considered in *3.

6i.J. Possible interactions
The assignment of credit for search reduction to these mechanisms is compli-

cated by the fact that there may be interactions among them. Thus the effect of a
given mechanism cannot be determined by simply turning it on and off: it has to be
considered in the context of the whole program. For example, the capture sort and
the killer heuristic will frequently be sorting the same moves to the beginning of the 
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list. In particular , it is not unlikely (a priori ) that there will be interactions among
the capture sort, aspiration level , killer heuristic, mater heuristic , iterative deepen-
ing, and positional pre-sort. Credit assignment to these heuristics will be discussed
in §6.2.

6.L2 Independent mechanisms
It is considerably easier to assign credit to the other mechanisms individu a 1’

These analyses appear in §6.3. A strong case can be made for the independenct~
each of these heuristics. The use of the opponent ’s time does not change the order
or number of nodes examined , so it cannot interact with the others. The opening
book and detection of draws by repetiti on completely eliminate the search when they
apply, making their analysis simple. Finally, the “deferral problem” arises infre-
quently enough to make its effects on the other mechanisms negligible.

In an experiment to test for the effects of the mechanisms, all combinations of
switches must be tested. The six remaining heuristics define 64 different program
variations to test. By eliminating these four independent mechanisms from the
analysis we avoid the necessity of running experiments on all 2~~= 1024 program
variations.

6.2. Credit assignment to possibly interacting heuristics
We would like to discover what part (if any) of the search reduction is attributable

to capture sort (C) , aspiration level (A), killer heuristic (K) , mater switch (M) , iterative
deepening (I) , and positional evaluation (P) .

It is recognized at the same time that some of these heuristics (particularly I and P)
were not intended to reduce the search and have other important functions in TECH’s
structure. We theref ore need an experimen t that tests the hypothesis H, (for
i ” C ,A,K.,M,I,P), that heuristic i has a significant effect on the search effort. In addition ,
we want to identify the interactions among these heuristics and determine the size of the
effects. This analysis should indicate , for example , whether the aspiration level has
enough benefit to make it worth retaining in the basic TECH program , whether the killer
heuristic is superseded by the capture sort , and how much iterative deepening costs in
search time.

6.2.1. Design of an experiment for interacting heuristics
The method of analysis of variance (ANOVA) allows us to examine the

behavior of a complex system considered as a black box with switches: the switch
positions are changed,, an input is applied , the output is measured , and the resulting
data are analyzed stati~tically to determine the effects of the switches. ANOVA is
used widely in agriculture (e.g. to determine the effects of several kinds of fertilizers
and insecticides on crop production) and the behavioral sciences (e.g. to determine
the effects of room noise on learning) [Winer 19621 [Kirk 1968) [Cochran 19501. It
is not a f amiliar method to most workers in Artificial Intelligence . Specifically
ANOVA gives a way to partiti on the variance of the observed data into the variance
due to the effects of the switches, the variance due to the interactions between the
switches, the variance due to the population being tested (the input to the black
box), and the variance due to observational errors.

An experiment was run using TECH as the “black box” and the heuristics with
possible interactions as the “switches,” or independent variables. Each program vari-
ation was applied to a number of tactical chess problems (the “input ”) and the total
CPU time for solution (“output”) was collected.

________ - .-~~~~~~~
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6.2.1.1. Independent variables
The independent variables (“switches”) in this experiment are the heuris-

tics C, A, K, I , M , and P. Each can take on precisely two levels: on and off.
In some case more levels could be considered , e.g . by keeping more tha n one
killer move for the killer heuristic , or by including an intermediate positional
evaluation such as maximization of mobility. These additional levels were not
used , since each would add many more states to the experime nt and would
give only a little more insight into the program ’s behavior.

6.2.1 2. Problem set
The experimental “inputs” were problems selected from Win at Chess

[Reinfeld 19581, a set of tactical prcblems of varying difficulty. The problems
chosen are all those of the first fifty that the versions of TECH in this expe ri-
ment could solve within 320 seconds of CPU time. These are appropriate for a
comparison of search efforts , since no amount of search will help TECH to
find a solution to a non-tactical problem; thus we are concerned with minimiz-
ing the search effort in situations where TECH can find the solution by search-
ing. Of these fifty problems, thirty-four were solved within the time limit by
the programs tested.

6.2.1.3. Choice of dependent variable
The dependent variable (the output of the black box) must be a measure

of the total search effort. Traditionally the number of bottom positions [Slagle
and Dixon 19691 (Fuller , Gaschnig, and Gillogly 19731 or the number of
nodes expanded (Gillogly 19721 has been the measure of search effo rt used.
Although most time in TECH is in fact spent in move generation (node expan-
sion), this measure would not be sensitive to the overhead of the heuristics,
particularly the killer heuristic. For this reason the total CPU time for the
search is used as the dependent variable , so that the benefit of a heuristic is
subtracted from the cost of applying it.

Two of the independent variables have more importan t effects than
changing the search time. Iterative deepening (I) is included in the program to
avoid losing games by overstepping the lime limit , and positional knowledge
(P) controls the choice of moves when several moves are equally good with
respect to material gain or loss. This choice of dependent variable does not
address these dimensions of the benefit of I and P. The rema ining variables
have only the effect of changing the search time.

6.2.iA. Nuisance variables
The choice of CPU time for the dependent variable introduces one nui-

sance variable into the experiment. The CPU time is slightly affected by the
rest of the load on the PDP-lO system , due to interrupts and swapping. An
effort was made to minimize the impact of this variable by making all runs
under the same conditions , i.e. low priority overnight runs.

One common nuisance variable arising in psychological or sociological
experiments, that of difference between subjects (“inputs ”) in each group, is
not a difficulty here , since the different versions of TECH will not learn from
the results of other versions on the same problem.

I
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6.2.1.5. Choice of design
Many experimental designs are used for different kinds of experiments

(see for example (Cochran 19501 and (Kirk 19681). A “factoriar design is
used when there is more than one “switch” (heuristic) to be evaluated . In a
psychological experiment the “inputs ” are human subjects , and to avoid having
a subject’s behavior change because of prior tests a group of subjects is used
for each set of switches. When subjects in a group may be more closely
matched to each other than to the subjects in other groups a “ randomized
block” design is used. In this experiment the subjects within blocks are the
same problem for all variations of the program ; the difference between prob-
lems is considerable , since they need to be run at different depths , some deal
with mating threats , and so on.

Thus a “ randomized block factorial” design is used with six independent
variables , each with two treatment levels (RBF-222222 , in Kirk ’s notation , or
2x2x2 x 2x2x 2 randomized block factorial ) . Each of the 64 TECH variations
was to be applied to each of3he 34 problems.

6.2.L6. Modification of t h e  experimental plan
After runn ing several experime nts it became clear that all versions of

TECH using the capture sort (C) were so much faster than those without that
the non-C versions became uninterestin g. Of the 34 problems solved by the
other program variations , only 18 were solved by the program with none of the
switches turned on within the allotted 150 seconds. The total solution time of
the program with C only was 86 sec for the remaining 16 problems (mean 5.4
sec). For the program with no heuristics the total solution time was 746 sec
(mean 46.6 sec) , almost an order of magnitude more. Only two problems that
took the C version longer than 10 sec were solved by the stri pped version
within the 150 sec time limit.

For this reason the experiment was restricted to testing the 32 remaining
variations on each of the 34 problems , resulting in a 2x2x2x2x2 randomized
block factorial design.

The design assumes that there is a linear model that describes the effects
on the dependent variable of all the independent variables and interactions.
The model may be expressed as

X~~,,,, — (individual observation)
u + (grand mean of population )
e~ + e, + e,, + e,,, + e, + (effects of heuristics)
e~, + e~ + + e,,, + (effects due to first order interactions )
e0,k + +e kf l~,+ (2nd order interactions)
e + ~ e~ , + (3rd order interactions)
e0i,~,,,p + (4th order interaction )

(constant associated with problem n)
error d k,,.4,,, (experimental error associated with this observation)

That is, the time for a specific program variation to solve a particular problem
can be expressed as a linear combination of the effects of each heuristic and
the effects of all interact ions among heuristics , with constants added f or the
mean of all solution times and for the specific problem. The remaining var ia-
tion from the model is assumed to be experimental error , and includes any
deviation from the assumed linearity of the model.

1
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6.2.2. Analysis of variance
The CPU time in seconds for each problem and program variation is shown in

Tables 6.la and 6.lb. The total CPU time used was about 11.7 hours. The variance
over all the observations (MSmT4L in Table 6.2) is 2844.8 , corresponding to a stan-
dard deviation of about 53.3 seconds. By computing individual variances the total
variance is partitioned into variance due to the problems (83.2%) , variance due to
the heuristics (0.9%), and residual variance (15.9%). The residual is an estimate of
the experimental error - the main sources of experimental error here are the load on
the machine and the extent to which the underlying processes fail to match the
model. The high problem variance simply says that some problems are much harder
than others - some require 4 or 6 ply of search.

6.2.1.1. The F ratio
In analysis of variance the F ratio is used to test the hypothesis that all

the means for the combinations of switches are the same. it is the ratio of the
mean square of the variation due to the effect under consideration to the mean
square of the variation due to error. If there were no interactions expected
between the heuristics and the problems the F ratio used would be between
the effect being tested and the overall residual. It is evident , though , t hat
there will be strong interactions between some of the heuristics and the prob-
lems. For example , M provides a dramatic improvement in mating situations ,
since the search is one ply shallower than if it were not used. For each heuris-
tic , a class of problems could be described for which that heuristic would show
a marked improvement.

Since such interactions are expected the residual variance is partitioned
into its components, so that error terms are computed for each combination of
heuristics being tested against the problems. The individual error terms are
then used as the denominators of the F tests.

The value resulting from this process is compared against the F distribu-
tion to determine the probability that an F ratio this high could have occurred
by chance if tue relevant hypothesis (e.g. that M has no effect) is true.

6.L2.2. Significant effects
Of all the heuristics , only A and I significantly affected the search times.

Inspection of the means (Table 6.2) indicates that use of the aspiration level
decreased the search time by 23.4% when no other heuristics were present.
Iterative deepening added 5.0% to the search time with no other heuristics
present. The mater heuristic made a large improvement in the means, but had
such a high variance (since only some of the problems dealt with mating and
attacks on the king) that the improvement was not significant. A accounted
for 12.0% of the variance due to the heuristics , and I for 25.7%. K , M, and P
were not significant , but accounted for 10.3% , 11.8% . and 16.8% of the vari-
ance respectively.

Of the significant first order interactions , the most significan t is the com-
bination of M and P, neither heuristic significant by itself. Inspection of
results on individual problems shows that in 23 of the 34 problems the pro-
gram with M and P scored worse than the one with M alone (indicat ing that P
moved the correct mate-related move farther from the front) , so that on the
problems for which M did well the improvement was smaller. This decreased
the variance enough to make the interaction significant. Figure b. ic shows the
interaction graphically. The mean with M and P on is quite close to the mean
with M on and P off. (Fig. b i d  shows an example of heuristics that do not
interact. ) The M-P interaction accounted for 8.0% of the variance due to
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heuristics.
The A-K interaction was also significant at the .01 level. The combina-

tion of A and K is worse than the program with A alone, and about the same
as the progra m with K alone (Fig. 6.la) . Presumably most of the refulations
found by the killer heuristic were subsumed by the refutations developed
automatically by the aspiration level. The inferiority of the program with both
A and K is probably due to the time overhead in attempting to match the killer
move with the legal move list , rather than to a bad ordering by the killer
heuristic. This interaction was responsible for only 1.1% of the variance .

The only other significant first-order interaction (at the .05 level) was the
1-P interaction. The means are shown in Fig. 6.lb. The lines are nearly paral-
lel , showing that the interaction effect , though significant , is small (it accounts
for 0.9% of the variance).

A number of higher-order interactions were also significant. The largest
second-order interaction was the A-M-P interaction , accounting for 2.7% of the
variance due to heuristics. Although programs with M and either A or P are
slightly worse than the program with just M, the program with M and both A
and P is slightly better. The only other sizable significant effect was the A-I-
K-M interaction, accounting for 2.9% of the variance. These and the other
higher-order interactions are mildly interesting, but the effects are not large
enough to affect decisions about retention or deletion of the heuristics.

6.3. Analysis of independent tactica l heuristics
In this section are considered the effects of detecting draws by repetition , TECH’s

resolution of the deferral problem ,” use of the opponent ’s time , and the use of the open-
ing book. Although these heuristics have some effect on the search time , their main
effect is on the macro behavior of the system. The credit assignment for these heuristics
concentrates on the frequency and importance of the situations they handle.

6.3.1. Draw by repetition
One of the more impo rtant special-purpose heuristics is the detection of oppor-

tunities to accept or avoid draws by repetition. In many games (but averaging less
than once per game) it becomes necessary to recognize this situation; if it is ignored
it means drawing a won game, or losing a possible draw. In TECH’s 38 USCF-rated
tournament games, six could have been drawn by repetition. The first two of these
were actually drawn in positions favorable to TECH before implementation of the
draw detector; another was drawn through a perpetual check that required a deeper
knowledge than TECH possesses.

Detection of draws is particularly importan t for play against programs, since
they tend to use hill-climbing evaluation functions that leave them near a local max-
imum, If two programs are playing and neither sees anything active they can easily
begin oscillating. In a playoff game with COKO Ill for second place in the Third
U. S. Computer Chess Championship TECH avoided a draw by repetition 12 times

• before coming across the win. The oscillation is a symptom of a deeper problem ,
i.e. lack of strategic awareness on the part of the programs, but it gives the unso-
phisticated program more chances to find a way out of its problems.

When applicable the draw recognizer has a strong effect on the search (i.e. it
directs the search to determining whether the draw should be accepted) , but because
of its low frequency it has little interactive effect with the other mechanisms. More
important is the effect of its absence avoiding or insuring a draw in more than ten
percent of its games is a substantial gain.
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Source dl MS MS F ratio % variance due Reduction Mea~s(heurs X probs) to heuristics of search
(from C only 48.471)

1 Problems 33 77981.28 (res) 479.18 162.74
2 Heuristics 31 926.79
3 A 1 3441.38 275.12 12.31* 12.0% 23.4% 37.15
4 I 1 7376.74 654.65 11.27* 25.7% -5.0% S0.U
5 K 1 2961.42 1407.86 2.10 10.3% 14.4% 41.47
6 M 1 3391.77 6473.01 .52 11.8% 25.4% 36.15
7 P 1 4815.74 4140.85 1.16 16.8% 23.9% 36.88
8 Al 1 67.50 78.41 .86 .2% 2.8% 47.12
9 AK 1 323.21 5L01 6.34t 1.1% 15.2% 41.12

10 IX 1 25.63 . 48.25 .53 .1% 2.8% 47.12
11 AM 1 39.38 48.70 .81 .1% 23.7% 36.97
12 IM 1 108.13 63.07 1.71 .4% 13.3% 42.09
13 KM 1 5.17 287.50 .02 .0% 25.1% 36.29
14 AP 1 .16 49.90 .00 .0% 26.0% 35.88
15 II’ 1 259.16 52.28 4.96t .9% 10.9% 43.21
16 KP 1 340.88 402.04 .85 1.2% 30.0% 33.91
17 MP 1 2297.39 170.61 13.47* 8.0% 23.5% 37.09
18 AIX 1 35.67 38.25 .93 .1% 17.2% 40.15
19 AIM 1 17.25 17.34 .99 .1% 22.4% 37.62
20 AKM 1 .00 20.78 .00 .0% il.6% 33.18
21 1KM 1 103.15 21.67 4.76t .4% 18.8% 39.38
22 AlP 1 56.99 37.38 1.52 .2% 19.2% 39.18
23 AKP 1 1.00 17.16 .06 .0% 34.3% 31.82
24 IKP 1 11.32 33.32 .34 .0% 19.9% 38.82
25 A?vfP 1 776.25 47.44 16.36* % 31.0% 33.44
26 IMP 1 119.78 61.26 1.96 .4% 1.2% 47.91
27 KI .{P 1 343.13 87.05 3.94t 1.2% 33.9% 32.03
28 AIKM 1 824.27 57.73 14.28* 2.9% 16.9% 40.29
29 AIKP 1 255.27 46.38 5.50t .9% 24.0% 36.85
30 AIMP 1 .16 33.84 .00 .0% 21.3% 38.15
31 AKMP 1 169.16 40.67 4.16t .6% 41.7% 28.27
32 IKMP 1 173.92 39.09 4.45t .6% 20.5% 38.53
33 AI KMP 1 389.52 51.83 7.51* 1.4% 25.4% 36.15 H
34 Residual 1023 479.18
35 Total 1087 2844.81

t Significant at .05 level
8 Significant at .01 level

Table 6.2: ANOVA Summar y Table
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6.3.2. Deferral problem
In a program with a simple evaluation function like TECH’s, occasionally there

will be a situation where the program can capture material, but the opponent has no
immediate defense to relieve the threat. The program is then just as likely to make
a move which does not capitalize on the opportunity , seeing (it thinks) that the cap-
ture can be made later. This is characterized here as the “deferral problem.~ If such
a position occurs in the end-game, for example, TECH’s king could circle around
the opponent’s pawn until the opponent threatened to defend or promote it ,
indefinitely delaying the game. This is a very infrequent situation, but annoying or
fatal (if the opponent has a subtle defense) when it occurs.

The approach taken to circumvent this in TECH is to prefer lines where the
capture occurs earlier in the tree if it gains material over the starting position. It is
recognized that there are even less frequent circumstances in which it is wrong to
capture immediately, where the tension should be maintained and the threat is more
devastating than the execution. These situations are ignored in TECH.

6 3.3. Use of the opponent ’s time
The think-ahead featuie was used in 30 of TECH’s 38 USCF-rated games.

TECH guessed the Opponent’s move correctly in 455 of the 1356 opportunities in
these games (33.6%). Post-mortem timing figures were available for 20 of these
games. In these games TECH guessed 34.1% of the moves accurately. The time the
opponents actually used for these moves was totalled, excluding positions where
TECH could not have used the time (e.g. book moves). This sum was compared
with the total time TECH took in the games, resulting in the very substantial gain of
20.7% in time actually used for computing moves. This is less than the 34% of
correct guesses for two main reasons: (I) in most games the opp onent used less
time than TECH, so the savings are proportionately less; and (2) many of the moves
that TECH guesses correctly are “obvious” moves, and are made more quickly by the
opponent.

There is room for a little additional exploration with this heuristic. For exam-
ple, more than one guess about the opponent’s move could be made, and the avail-
able time spent in expanding the result of each guess. The point of diminishing

• returns would be reached rather rapidly, though, since TECH is already fully utiliz-
ing 1/5 of the opponent’s time, suggesting that no further gain would result from
considering more than four alternatives.

Fig. 5.3 shows that with a rapid search TECH chose Spassky or Fischer’s
moves correctly about 32% of the time. This is very similar to the correct guesses
against TECH’s opponents. The master’s move was within TECH’s top two moves

• 48% of the time, and within TECH’s top four moves 62% of the time. If, for exam-
ple, TECH were to consider the two top moves equally it might guess the
opponent’s move correctly about half the time, but would spend only half that time
working on the correct move, so that at most 25% of the opponent’s time would be
utilized. In fact it would probably be less, since the Correct guesses would still be
likely to include the moves for which the opponent uses less time.

6.3.4. The opening book
A book of openings has two functions: to guide the opening game in the

desired directions, and to save search time by having moves prepared in advance.
TECH’s opening book is small compared to that of other programs, and consists
solely of the former type of move. As TECH made poor moves that could not be
changed by incremental modification of the top-level positional evaluation function
or a bit more depth , moves to correct the immediate problem were put into the
book. 
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In general TECH’s opening heuristics have been found to produce a fairly
sound opening, but occasionally it makes an opening move which is known to be
poor. In some cases these moves cannot be eliminated by modifying the positional
evaluation function. For example, TECH will always accept a !ambit pawn unless
specifically forbidden by the book, since the material gain overrides all positional
considerations. There are also well-known traps in the opening which are too deep
to be discovered in a reasonable amount of time by TECH. These are prime candi-
dates for inclusion in the book. A more aggressive strategy was used unsuccessfully
by one program in a Computer Chess Championship: several tricky lines were put
into the book in direct response to known lines used by the defending champion
Northwestern program.

Clearly this form of “programmer learning” is sufficient to prevent the program
from being caught twice in the same trap, but it is not clear how much it improves
the overall performance, or in what proportion of games a player can recover from a
poor opening. An additional complication is that the programmer might supply a
book move leading to a line that the program does not understand. An example of
this appears in the game TECH vs. Genie (playoff in 2nd Annual Computer Chess
Championship) where the Genie program used Greenblatt ’s book to achieve a supe-
rior opening, but immediately lost material after leaving the book. One solution to
this problem (more applicable to a non-TECH-type program) would be to provide —

advice to the program on the goals to pursue at the end of the book line. These
goals would be expressed as modifications of the terminal node evaluation function.

64. Results
The most powerful search reduction heuristic in TECH is the capture sort (C) ,

which decreases the search time by about an order of magnitude. The experiment to
determine the effects of interacting mechanisms indicated that the aspiration heuristic
contributed strongly to the performance, decreasing the search time by another 23.4%
when no heuristics other than the capture sort are used. The iterative deepening heuristic
increases the search time significantly, by 5% with no other heuristics present.

The mater switch M (checking moves for absolute legality rather than recognizing
checks and mates only when the king is captured) was found to be very effective in posi-
tions involving checks and mates but counter-productive in situations not involving
mates, so that the overall contribution was not significant (due to its high variance) . Its
interaction with the positional pre-sort (P) , however , was significant. This result indicates
that the mater heuristic should be used regularly, since the positional pre-sort is always
turned on. The mater switch is not now one of TECH’s defaults. Better yet , a heuristic
might be developed to determine which positions would be likely to need the mater
switch. -

•

Another useful finding from this experiment is that the killer heuristic (K) is not
effective in TECH, and so should be removed from TECH’s defaults. It was not
significant by itself , and it interacted harmfully with the aspiration level heuristic (A).
Most of the killer moves are moved to the front of the move list anyway by the capture
sort , so that the time used in checking for killers is usually wasted. This is not a blanket
denunciation of the heuristic: it should still be valuable in a program with a complex
evaluation function , where it is not immediately evident at move generation time what —

moves will affect the terminal evaluation of their sub-trees. Even in TECH it might be
feasible to suggest only non-capture killer moves, such as forking and pinning moves, but
these would occur rather infrequently.

The detection of draws by repetition is quite important, since the opportunity to
draw (or avoid a draw) arises in about 10% of TECH’s games against human tournament
players. The algorithm catches most potential dra ws, but is still not perfect , since ( 1) the
program should be able to tell in the terminal evaluation whether a drawn position has
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been reached, and (2) a deeper understanding is needed to avoid draws due to a perpetual
check. At TECH’s level of play it is probably not important to be able to deal effectively
with these problems.

The think-ahead heuristic (using the opponent’s time) is an unmixed blessing, gain-
ing effectively 20% more time for TECH’s use. The guess about the opponent’s move is
correct about 1/3 of the time, so that it would probably not be effective to consider many
more possibilities for the opponent.

The “deferral problem” occurs rarely, but is annoying or fatal when it happens. The
kludge used to circumvent it is effective but not always absolutely correct.

The opening book mechanism has been used to prevent TECH from repeating m~ or
blunders in the opening. It can and should be extended to cover more lines, both to
achieve better positions and to save time.

1~
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7. Conclusions
The goal of this thesis has been to describe and demonstrate procedures for evaluation of

a large Al program. The program used was the Technology Chess Program, which has a fairly
simple basic structure but which nevertheless plays chess surprisingly well, performing above
the average existing chess programs. In this thesis the structure of the program was examined
in order to determine the contribution to the overall performance of the mechanisms compris-
ing it.

A performance analysis of the Technology Chess Program was carried out using empiri cal,
theoretical , and statistical methods. The research was directed toward evaluating the overall
performance of the program relative to that of human experts, and explaining the performance
by assigning credit to the individual algorithms and heuristics for their contribution to the
behavior.

7.1. Empirical methods
The performance of an Al progra m that operates in areas of human proficiency -

~~

should, if possible, be compared to that of human performance on the same task. In
chess the obvious measure is the establishment of a U. S. Chess Federation rating. The
rating method used is well grounded in statistics, and has survived several decades of use.
TECH was entered in seven otherwise human tournaments and emerged with a USCF rat-
ing of 1243. This placed TECH in Class I), the second rung of rated tournament chess —

players. Good results in three ACM-sponsored U. S. Computer Chess Championships
indicate that TECH is fairly strong compared to other chess programs.

7.1.1. TECH vs TECH
Having established one firm data point an attempt was made to extend it into a

curve. The technology curve is a graph of computer speed vs USCF racing for a
Technology program implemented on a machine of that speed. A tournament was
played among TECH variations with different time allocations, and ratings were
computed for each program.

The resulting curve indicated that small changes in the allotted time yielded a
large gain in USCF rating points. In fact, if the slope around the known data point
is accurate TECH’s performance would increase by one USCF rating class if its time
were doubled. The experiment dealt with data points close to the known one, since
games with very large time allocations are expensive. Thus no claim is made that
further doublings would result in comparable increases. However, the data indicate
that the near-term payoff for improved technology is high.

7.1.2. Rating with a human-calibrated test
F. - D. Bloss found that the speed of solution of mating problems was directly

correlated with the USCF rating of tournament players. TECH’s rating was
estimated using Bloss’ data. It performed at the class C level on these problems,
with a rating of 1520. The difference between this and TECH’s official class D rat-
ing is due to TECH’s relatively better tactical understanding. These data offered
another opportuni ty to approximate the technology curve. TECI-I’s rating on faster
or slower machines can be obtained by multiplying each of the times by the
appropriate factor and computing the new rating. It was found that to perform one
USCF class better on this test TECH needed only a factor of 3 or 4 increase in
speed. It should be noted that the increased tactical ability gained by the increase in
speed would not be matched by an increased strategic or positional ability, so that
TECH would not improve as uniformly as a human player.

1
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7.1 3. Comparing performance with experts
TECH’s performance was compared against that of expert human players using

methods developed by A. L. Samuel for checkers. TECH was applied to each of the
positions in the 1972 match between Boris Spassky and Robert Fischer for the World
Championship. TECH’s Samuel Coefficient for these games was 0.737, correspond-
ing to a 71% reduction in the search according to a model developed in §5. A slim -
lar result was obtained for TECH’s performance on a set of positions used by T.
Marsland.

TECH had difficulties with a number of tactical positions during these games.
Since they represent an inherent limitation to TECH’s tactical ability they were
analyzed in some detail. About 1/4 of these errors were due to insufficient depth of
search, so that a TECH program farther along the technology curve would have been
able to understand them. Another quarter dealt with sacrifices , which are beyond
TECH’s scope. Difficulties with king safety (a potentially solvable problem)
accounted for another 10%, as did the horizon effect. These and other problems
encountered in this experiment must be solved in a program intended to play chess
well.

7.2. Theoretical methods
Simplified mathematical models of aspects of a program’s structure can be used to

illuminate the program’s behavior. A model of the swapping algorithm in an operating
system can be changed much more easily than the operating system itself , and can yield
information not only on the current behavior of the swapper but also on ways of improv-
ing it. Similarly, a mathematical model of the tree search of an information storage and
retrieval system can give bounds on the effort needed for the various ways of accessing
the information. Al programs are equally amenable to this kind of approach.

Most of TECH’s power is a result of the extent of the search that it is able to carry
out. This search depends to a great extent on the efficiency of alpha-beta pruning. A
model of tree searching with alpha-beta pruning was presented in §4. The model postu-
lated a tree with constant depth and branching factor, with the leaf nodes drawn indepen-
dently from identical distributions . A Monte Carlo simulation of the model was
developed, and graphs of the search effort in random trees were presented.

The relevance of the model to the chess environment in general was explored. It
was found that the assumptions made (independence of the evaluations in sub-trees and
continuity of the evaluation function) were not quite true in real trees, but were close
enough to make the model valuable. This model was used to compare TECH’s perfor-
mance with the theoretical optimum. The result is that TECH’s trees are often within a
factor of 2 of perfect ordering, and much less than randomly ordered trees. Less than an
order of magnitude improvement in search time could be gained by improving the order-
ing of TECH’s moves at intermediate levels in the tree.

7.3. Statistical methods
The method of analysis of variance (ANOVA) is a powerful statistical tool used

extensively in the behavioral sciences, but it is almost unknown in Al. It allows us to
consider a complex program with identifiable heuristics as a black box with switches. As
the switches are turned on and off the effec t of the system on a set of inputs is observed
and the results are analyzed statistically. This model sh,,uld also be applicable to pattern -
recognition programs, learning programs, and heuristic problem solvers.

In order to achieve a more detailed understanding of the contributions of individual
heuristics to TECH’s performance an experiment was designed to compare the behavior
of versions of TECH with different combinations of tactical heuristics on a set of tactical
problems IReinfeld 19581. A set of preliminary runs showed that sorting captures to the
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front of each move list decreased the search by about an order of magnitude for the prob-
lems considered. Results from §4 show that the gain is geometrically greater with deeper
searches so that the capture sort decreases the search by about 2 orders of magnitude at 4
ply. An analysis of variance was performed to determine the individual and joint contri-
butions of the remaining heuristics. It was determined fro m this analysis that only the
aspiration heuristic and the iterative deepening mechanism had significant effects individu-
ally on the search ti me. Aspiration reduced the search times by 23.4% when no other
heuristics were applied , and iterative deepening increased them by 5.0%.

It was found in addition that the interaction between the “ mater swi tch” (considering
only absolutely legal moves instead of allowir,g king captures to be discovered deeper in
the tree) and the positional evaluation provided a significant improvement in the search
times.

The killer heuristic , however, was found to have no significant effect on the search
times. The killer heuristic is subsumed to a great extent by the capture sort , so that the
moves found by the killer heuristic have already been placed first. This would not neces- -:
sarily be the case in a program with a more sophisticated terminal node evaluation func-
tion , where the effect of a given move on the final evaluation could not be so well
predicted.

TECH’s tournament games were analyzed to determine the value of using the
opponent’s time. It guesses the opponent ’s move correctly one-third of the time , result-
ing in the substantial overall gain of 20% more time available for TECH’s analysis. The —

gain is not more because (1) TECH’s opponents usually took less time overall than
TECH, and (2) the moves guessed correctly are frequently the “ obvious” moves, so that
the opponent does not take as long to decide on them.

7.4. Future research directions
There is room for more research in the analysis of tree-searching algorithms. An

extension of the methods of §4 should also be applicable to algorithms suitable for parallel
evaluatio n by machines with a large numbe r of independent processors , since in that way
a potentially large gain in available search time could be achieved. (The cost per move
would not be reduced - only the real time , which is critical to the performance program. )
More relevant models of game trees could also be developed to take into account the
non-independence of values within a sub-tree and branching factors drawn from a non-
constant distribution.

One aspect of TECH’s performance not analyzed in this thesis is the contribution to
the overall performance of the top level positional pre-sort. It is responsible for much of
TECH’s correct behavior in the opening and end-game , since most moves in these posi-
tiorts are tactically equal . The values used for each of the heuristics used in the pre-sort
could be optimized by methods like those of Samuel , comparing the resulting orderings
against human play. Each of the positional heuristics could be assigned credit or blame
for it S contribution to each move by an analysis of the number of times it made the
difference between the move selected and the second choice.

The principle of using expert-calibrated tests, used in §5, could be extended and
used for measuring the skill of chess programs and other performance programs. A test
could be constructed for each identifiable dimension of performance. For chess this
would i nclude mating problems (like Bloss’ test), other tactical problems, endgame and
opening problems among others. To test a medica l diagnosis program such as MYCIN
( Dav is, Buchanan and Shortliffe , 19771, as another example , one could select patients
with known organisms and calibrate the program ’s behavior against tha t of doctors ident i-
t y i ng and treating the organisms.

1 -
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7.5. Potential Improvements to TECH
During the experiments comprising this thesis several ideas have arisen that would

improve TECH’s performance without greatly increasing the time required to implement
TECH on a new machine. Most obvious is speeding it up without changing the basic
algorithm. Alan Baisley implemented TECH in assembly language on a PDP-lO (K.Al0
processor) at MIT and gained about 25% in speed over my BLISS version on the same
machine. A hardware legal move generator would increase the speed by about a factor of
two, better (though more expensive) results could be obtained with multiple processors
investigating different branches of the move tree.

A substantial increment in playing ability would result from putting a little more
intelligence in the evaluation function for terminal nodes. Since the current evaluation
function is too fast to have a noticeable effect on the search time, certainly more content
could be added to it until it does become noticeable.

One of TECH’s main failings is myopia about king safety. It would be rather easy to
- 

j include sequences of checks and escapes from check in the quiescence algorithm, as long
as care is taken to avoid very long sequences. This would enable TECH to follow some
forced sequences that are second nature to human Class D players.

So far TECH’s opening book has not been used extensively for saving time ,
4 although this is clearly within the design philosophy of using technology (in this case a

large data base) to improve performance. Two approaches are under consideration. First,
openings that conform well to TECH’s best play (open , tactical positions) may be selected
and exhaustively entered into the book , using all available analysis from the chess litera-
ture. These would be augmented as more master games are reported. Second , TECH
could be used to generate its own book by running at significantly greater depths in over-
night runs to generate likely lines, using its current book and games played against it as
starting points for analysis. In positions not encountered in actual play it could expand
the several moves it rates fligflest or the opponent. The first method is more sparing of
computer time and would lead to better positions in general , but the second has the

- ; advantage of providing self-improvement without effort by the programmer.

7.6. ContrIbut ions to Artificial IntellIgence
The primary contribution of this thesis to Al is as a paradigm for evaluation of the

performance of complex progra ms. The Technology Chess Program was used as a ~chicle
for this evaluation , since its performance is good enough to be compared with human
play, and since its structure , though not trivial , is simple enough to allow a thorough
exposition of the methods used. The analysis of TECH was executed using analytical ,
empirical , and statistical methods. TECH’s performance relative to humans was esta-
blished, and the factors contributing to that performance were analyzed. A similar
analysis would be valuable in other major Al projects, leading to a deeper understanding

— of the behavior of the programs as well as indications of areas of potential improvement.
The use of ANOVA to assign credit to interacting mechanisms is an important con-

trib ution . Although it has been widely applied in other fields , th ere are few examples of
carefu l statistical analysis in Al programs. Use of experimental procedures that are stan-
dard in other fields can give significant insight into the behavior of such a complex pro
gram.

A secondary contribution of this thesis is in the analysis of the Technology program
itself. Because of its simplicity and tactical competence a TECH-like program can serve as
a usefu l benchmark and sparring partner for “more intelligent ” chess programs. The
benefit of such a sparring partner is much greater if its strengths and weaknesses are well
understood .

Samuel used a coefficient based on the average placement of a master ’s move in the
progra m’s move list as a measure for evaluating his programs. This thesis presents a
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simplified model of the decision process in board games and derives from it an interpreta-
ti on of the Samuel Coefficient as a search reduction. This helps give an intuitive idea of
what Samuel’s classic experiment is optimizing.

A significan t contribution to game-playing is the use of the model of alpha-beta to
show how close a program’s performance is to random ordering. Previously the only
upper bound on an alpha-beta search was the minimax algorithm; the randomly ordered

• search has a considerably smaller growth exponent than minimax . Establishing that
TECH’s tree is close to perfectly ordered (relative to its evaluation function) is also
important: it says that at most one additional ply can be gained by improving the order of
moves to be considered .

p 
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